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Abstract With quantum computers being out of reach for now, quantum simulators
are alternative devices for efficient and accurate simulation of problems that are chal-
lenging to tackle using conventional computers. Quantum simulators are classified into
analog and digital, with the possibility of constructing “hybrid” simulators by combin-
ing both techniques. Here we focus on analog quantum simulators of open quantum
systems and address the limit that they can beat classical computers. In particular, as
an example, we discuss simulation of the chlorosome light-harvesting antenna from
green sulfur bacteria with over 250 phonon modes coupled to each electronic state.
Furthermore, we propose physical setups that can be used to reproduce the quantum
dynamics of a standard and multiple-mode Holstein model. The proposed scheme is
based on currently available technology of superconducting circuits consist of flux
qubits and quantum oscillators.
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1 Introduction

There is a growing interest in understanding the dynamics of open quantum systems,
particularly, when particles or quasiparticles are coupled to a vibrational environment.
Such situations arise in quantum chemistry and condensed matter physics, for exam-
ple, in photosynthetic complexes or molecular aggregates. Thus, a detailed study of
the dynamics of electron—phonon interaction becomes desirable. Although many ana-
Iytical and numerical methods have been employed to simulate this problem [1-13],
their applicability is often limited by the number of the phonon modes coupled to the
electronic states or to a particular investigation (e.g., low-lying excited polaron) and a
specific parameter regime. The resources required for most of the classical computa-
tional methods increase exponentially with the number of particles in the simulation,
and it is challenging to simulate the dynamics of open quantum systems on conven-
tional computers, even using modern parallel processing units [14—16].The situation
becomes even much more challenging for complex open quantum systems with struc-
tured environments. As yet, only small model systems have been studied theoretically
with crude approximations to the system-bath dynamics, see for example [17,18].
Numerically exact solution can be obtained for only small systems (<20 sites) with
restrictions on the bath modes [14,16,19-22]. State-of-the-art massively parallelized
implementations of the hierarchically coupled equation of motion (HEOM) approach
[14,16,23] have proven as one of the most efficient methods (with respect to both
system size and complexity of the spectral density) to accurately acquire the quantum
dynamics of the Holstein model. In Fig. 1, we estimate the upper limit for simulating
such complex open quantum systems with current computational resources on con-
ventional computers. Here, we use QMaster [16] as a benchmark. The horizontal axis
indicates the system size (number of the particles or sites) that can be simulated while
the vertical axis indicates number of the peaks in the spectral density that could be
considered in this simulation, see Ref. [16] for more computational details. Note that
“peaks” here refers to Drude—Lorentz peaks in the spectral density [16] which should
not be confused with the number of phonon modes in the Hamiltonian. Each of these
peaks in the spectral density may include several phonon modes. Further details are
given in “Appendices 2 and 3.”

In this work, we propose analog quantum devices [24—29] to mimic the dynamics
of complex open quantum systems and demonstrate that they can be constructed using
present-day technology of superconducting circuits and outperform current classical
computational methods. With such quantum simulators, one can perform more exten-
sive investigation including exciton transport, spectral density, absorption spectra as
well as wide range of parameters and thereby a more detailed understanding of the
problems. Furthermore, our proposed quantum simulators occupy a wide region in
the plot shown in Fig. 1. Similar ideas for simulating Holstein polarons based on
polar molecules trapped in an optical lattice [30,31], Rydberg states of cold atoms and
ions [32], trapped ions [33,34], and superconducting circuit quantum electrodynam-
ics (QED) [35,36] have been pursued earlier. However, the main focus of this paper
is emulating the dynamics of multiple-mode Holstein models at finite temperature—
with application in open quantum systems with complex environments—which has
not been addressed in any of the above mentioned references. Moreover, it is worth-
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while to study an alternative setup, since different experimental realizations carry
distinct advantages and drawbacks. For example, the proposal based on trapped ions
in Ref. [33], that simulates the standard Holstein model, does not outline how a similar
approach can be used to tailor many phonon modes to simulate the structured spectral
densities that is the main focus of this paper. Additionally, it is focused on simulating
the Holstein model in a parameter regime of strong coupling.

2 Standard Holstein model
We first focus on simulating an electron—phonon model which describes the interaction
of a single electron on a 1D finite lattice with one vibrational mode per lattice site,
namely the Holstein model:

Hyol = Hel + Hph + Hel—ph - (D

The first term of the Hamiltonian is given by

N N—-1
Hq = 26,1 a,ia,, + Z Va (aj,-an+l + a;+1aﬂ) @
=1 =1

with €, being the electronic transition energies of site n, V,, being the strength
of the nearest-neighbor couplings, a,z (a,) being the creation (annihilation) oper-
ators of the electron and N being the number of sites. The phonon Hamiltonian
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Fig. 1 The gray area shows the estimated treatable system sizes for the simulation of Frenkel exciton
Hamiltonians using current classical supercomputing resources. There is a trade off between the complexity
of the spectral density and the system size that denotes the classically feasible area. Three photosynthetic
systems are shown: The Fenna—Mathews Olson (FMO) complex of green sulfur bacteria, the light-harvesting
Tand I complexes of purple bacteria, and photosystem IT of higher plants. The simulation has been performed
using the hierarchical equations of motion (HEOM) approach on 64 AMD Opteron cores employing a total
of 250 GB of RAM
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is Hpp = Z;V:] hwnb:gbn, with w, being the frequency of the phonon mode cou-

pled to the n-th lattice site and b; (b,) being the creation (annihilation) operators
of the phonon. The last term in Eq. (1) describes the electron—phonon coupling

Hel—ph = Zfl\’:l Kn aj,_an (bj, + b,,) with «;, being the coupling strength between the
electron and phonon at lattice site n. Using the Jordan—Wigner transformation, the
Hamiltonian Hpye can be rewritten in terms of the Pauli o operators,

N—1
1
Hyol = 5 Z V, (G"U"'H +a" ”'H)

n=1

+§:[_a tkno (b +bn)+hwnb;bn]. 3)

In order to reproduce the quantum dynamics of the open system given by the above
Hamiltonian, let us consider a chain of N gradiometric flux qubits [27,37] with tunable
o,0,-couplings [38,39] and a single LC oscillator coupled to each qubit, as shown in
Fig. 2. The Hamiltonian of a single flux qubit in the bare basis, the quantum states
with magnetic flux pointing up |1) and down | ), is given by Hé = (& ozi +A;0)/2
[40,41], where &; is the energy bias between |1) and || ), A; is the tunnel splitting
between the two states and i labels the position of the qubit in the chain. Note that
&; can be tuned to zero to neglect the term éi-azi and therefore be at the optimal
operating point [42] of the flux qubit, which is the most common case in current
experiments The coupling between two nearest-neighbor qubits in the bare basis is
given by H(o,, = gi(Aj; )0} a’“ where Af; | is the (tunable) tunnel splitting
of the coupler qubit (smaller qublts in Fig. 2, see Ref. [27] for more details). The
coupling of a quantum LC oscillator to the smaller loop of a flux qubit, as shown in
Fig. 2, is given by H Cose =Mi O (c + c,) with cl.T (ci) being the creation (annihi-
lation) operator of the oscillator coupled to the i-th qubit and n; being the coupling

+

strength. Finally, the Hamiltonian of a single oscillator is Hl, = fiw] c]¢; with o]

being the transition frequency of the oscillator. Rewriting the above Hamiltonians
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Fig. 2 Superconducting quantum circuit diagram of the proposed quantum simulator for the Holstein
model. The qubit states are encoded in the quantized circulating current of the qubit loop. The red crosses
denote Josephson junctions. The gradiometric flux qubits are coupled with a tunable o;0;-coupling. Each
of the qubits is independently coupled to a quantum LC oscillator to simulate the vibrational environment
(Color figure online)
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in the energy eigenbasis of the qubit |+) = (|{) % |1)) /+/2 converts the operators

ol — olandol o™ — oloit! ~ (a)’;aj;“ + 0505“) /2 in the rotating wave
approximation (neglecting strongly off-resonant couplings). Then the total Hamilto-

nian of the superconducting circuit proposed to emulate the dynamics of the Holstein
model Hym = YV {Hé Y H 4+ H .+ H

=1 coup q—osc OSC} in the new basis is given by

N—-1
1 . o o
Hin ~ 3 3 85 [0l ol +alol*!]

i=1

N
A .
+Z{7lozl+maz’ (ci'+c,~)+ha)l’»c;c,~} . 4)

i=1

Comparison of the Hamiltonians (3) and (4), demonstrates that a chain of coupled
flux qubits with a single quantum LC oscillator coupled to each qubit can simulate the
same dynamics of the Holstein model with A;, g; (A, " s Nis a)l’. corresponding to
€n, Vi, kn, wy, respectively. Interestingly, for superconducting flux qubits, the cou-
plings g; (AY; 41) and n; are tunable. The implementable range of 8i (A 41) isin the
range of approximately zero to 1 GHz [38]. n; can be in the <10 GHz range depending
on the frequency of the resonator and A; can be chosen between zero and 13 GHz [37].
The tunability and wide implementable range of these parameters makes it possible to
study different parameter regimes of interest (strong coupling ; > g;, weak coupling
n; < gi and intermediate n; ~ g; regimes) using the proposed quantum simulator.

Preparation of the qubits in their ground state is straightforward: One needs to allow
them to relax as close as possible to their ground state by cooling them down to the
dilution refrigerator ambient temperature. Subsequently, the qubits can be initialized
by flux control in the appropriate initial states for the simulation. The excitation of a
qubit is undemanding to achieve with the application of a resonant microwave excita-
tion (;r-pulse) carried by a microwave line which is connected to the respective qubit.
This technique has been used extensively, e.g., for the observation of Rabi oscillations
in a flux qubit [40,43]. After some evolution time the populations of the qubit states
are measured.

3 Temperature

Note that the standard Holstein model discussed above is at zero Kelvin; however,
the superconducting circuit (as a real physical system) is at finite temperature Tgjm.
Currently, a superconducting circuit can be refrigerated down to a very low tempera-
ture, around 10 mK = 0.2 GHz, and the flux qubits can be even cooled down far below
10 mK using active microwave cooling [44]. Although the quantum simulator being
at finite temperature seems to be a disadvantage, we will see in the following that the
easy tunability over Ty, allows one to investigate the physically relevant case of a
finite temperature Holstein model over a wide range of temperatures. To this end, we
will generalize the Standard Holstein Hamiltonian.
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4 Generalized Holstein model

The Hamiltonian of multi-mode Holstein model is given by
TR
Hgen = 5 Z Z Vi (0)’:0;” + U;’o;”)

N
€,
Y {Fer+ [xnk o (b;k + b,,k) + ieong b;kb,,k] re,b .6
k

where k labels the vibrational modes coupled to the site n with frequency wui, knk =
hwni~/Ruk is the coupling of the electronic excitation of the site n to the vibra-
tional mode k with R, being the dimensionless Huang-Rhys factor (electron—phonon
coupling constant) [45], and constant C, = )} fiwuk Rk + Dy with D, being the
gas-to-crystal shift of the transition energy due to nonresonant forces [45,46]. Since
a constant energy offset does not alter the dynamics, we ignore C, in our approach.
Now each site couples to a set of oscillators with frequencies w,; and corresponding
couplings «,x. We have also generalized interactions V,,,, between arbitrary sites. The
dynamics of a multiple-mode Holstein model can be reproduced by a similar super-
conducting circuit shown in Fig. 2 with additional quantum LC oscillators coupled to
each flux qubit; see Fig. 3a.
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Fig. 3 Representation of a single flux qubit coupled to quantum LC oscillators. a Many single resonators
are directly coupled to the qubit. b Using a linear-algebraic bath transformation [48], the set of independent
resonators (directly coupled to the qubit) are transformed into a set of weakly coupled multiple parallel
chain of resonators
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The experimental implementation of such a quantum simulator can face challenges
due to the current constraints in the realizable superconducting circuits. The number of
quantum LC oscillators, that are directly coupled to a qubit is limited by the physical
size of the superconducting qubits. Moreover, the coupling strength of the qubit to
the quantum oscillator »;; is limited and should not exceed a certain percentage of
the frequency of the oscillator [47]. This coupling strength is given by 7;; /hw; i~

\/ Lij (Bij1 Ii,j )2 /2h w; ; and can be numerically simplified to

nij sasp; 1 [z N @\
ij B : ij fp r ij
ho); Y 50 nA (10052) <2n GHz) ©)

Here B;; is dimensionless inductive coupling strength, corresponding to the inductive
divisionratio (flux of the j-th oscillator coupled to the i-th qubitis f;; times of the qubit
flux). This parameter needs to be far below 1 to avoid hybridizing the qubit with the
resonator. L, is the inductance of the resonator, Z,’ is the oscillator impedance and has
to be well below the impedance of free space (not much higher than 100 €2), in order to
maintain high-quality factors for the resonators. / ,',j is the effective persistent current
of the DC superconducting quantum interference device (SQUID) loop, which is the
linear slope of the qubit energy splitting with respect to DC SQUID flux. In principle,
1 fyj can be made large, though this would also increase the linear sensitivity of the
qubit energy to the flux noise correspondingly.

These challenges can be addressed and resolved by a linear-algebraic bath transfor-
mation [48] that we have proposed recently—more details are provided in “Appendix
1”. Based on a simple linear-algebraic approach, the set of independent LC oscil-
lators directly coupled to a qubit, Fig. 3a, can be transformed into a set of weakly
coupled multiple parallel chain of oscillators; see Fig. 3b. This transformation can
dramatically reduce the number of the oscillators that are directly coupled to the qubit
as well as the coupling strength of the quantum oscillators to the qubit. To specify
the number of the required resonators and their parameters and to feature outrunning
classical algorithms with our proposed approach, as an example, here we study the
feasibility and provide an outlook for the emulation of the dynamics of the chlorosome
light-harvesting antenna from green sulfur bacteria.

5 Chlorosome light-harvesting antennae

The green sulfur bacteria live in a deep sea where only a few hundred photons per
second arrive at a bacterium [49]. Amazingly, they are able to transfer the photon
energy efficiently, rapidly, and robustly to the reaction center to generate the electro-
chemical potential energy gradient and exploit it in the photosynthetic metabolic cycle.
Compared with other light-harvesting species, the chlorosome, which is the antenna
complex of green sulfur bacteria, has a unique feature. It is composed of 200-250 thou-
sands bacteriochlorophyll molecules organized into supramolecular assembly [50,52].
How the quantum dynamics helps the excitation energy transfer within this giant
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Fig. 4 Spectral density of the electron—phonon coupling of bacteriochlorophyll molecules in the chloro-
some antenna of green sulfur bacteria with 253 phonon modes. The spectral density of the phonon bath
was obtained from a quantum mechanics/molecular mechanics (QM/MM) simulation with time-dependent
density functional theory in Ref. [17]. An experimentally resolved [52] structure of the chlorosome is shown
in the inset

molecular aggregate is an interesting question and has attracted many research groups,
see the references cited in Refs. [17,18,50,51]. The structure model of the chlorosome
has been proposed from experiments [52] and studied theoretically by some of the
authors [17,18,53] with combining colored noise stochastic open quantum propaga-
tion model of the exciton dynamics and a quantum mechanics/molecular mechanics
(QM/MM) simulation with time-dependent density functional theory to take the atom-
istic details of the environmental bath fluctuation into account. Figure 4 demonstrates
the theoretically obtained spectral density [17,18] of the electron—phonon coupling
of bacteriochlorophyll molecules in the chlorosome antenna of green sulfur bacteria
with 253 phonon modes coupled to each electronic state.

The single-exciton transfer dynamics of the chlorosome can be described by the
multi-mode Holstein model given by Eq. (5). As mentioned in the introduction,
numerically exact approaches (for example, the HEOM approach) for simulating the
non-Markovian dynamics of this model can be obtained for only small systems (<20
sites) with a limited number of bath modes; see Fig. 1. However, this Hamiltonian
can be emulated by an analog quantum simulator consist of chain of superconducting
qubits and 253 quantum LC oscillators coupled to each qubit. The size of each flux
qubit is around tens to hundreds of microns and there is no enough physical space to
couple it directly to 253 resonators. We can reduce number of the resonators that are
directly coupled to the qubit by using the linear-algebraic bath transformation [48],
see “Appendix 1” for more details. This transformation mixes resonator modes with
different frequencies to distributes 253 modes to, for example, a set of 6 parallel chains
of quantum resonators, Fig. 3b, with each chain having at most 43 coupled oscilla-
tors. In addition to reducing number of the resonators that are directly coupled to the
qubit, this mapping will also reduce the required coupling strength of the qubit to the
primary oscillator modes (the first oscillators in the chains that are directly coupled to
the qubit).
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Note that the parameters of the superconducting simulator are temperature depen-
dent. To account for finite temperature, we first transform the spectral density given
in Fig. 4 using C(w, T) = {1 + coth[hw/(2kpT)]} JA(w), where the subscript
“A” denotes the antisymmetric spectral density J AMw) = J() if o > 0; and
JAMw) = —J(—w) if o < 0, see [27] for more details. Since the chlorosome is
at room temperature, T, = 300 K, and the superconducting circuit can be considered
at T5im=10 mK, then all the parameters of the quantum simulator need to be rescaled
accordingly; Asim = (Tsim/ Tcn) Ach, With Agim and Ay, indicating any parameter of
the quantum simulator and chlorosome, respectively. Then after rescaling, we perform
the linear-algebraic bath transformation. With this procedure, the coupling strengths
between the qubit and the oscillators that are directly coupled to the qubit, Fig. 3b,
need to be around 150-210 MHz. The coupling between the oscillators in the chains
are around 100-560 MHz, the required frequencies for the quantum oscillators are
around 1.4-1.6 GHz. The resonators here need to have high-quality factors.

6 Discussion

We have shown that it is appealing to simulate the dynamics of open quantum systems
with complex environments and structured spectral densities (such as, the chlorosome
or the examples given in Fig. 1) by using a chain of few tens of coherent qubits.
In our previous work [27], we presented a detailed study on simulating the dynam-
ics of Fenna—Matthews—Olson photosynthetic complex as an example of complex
open quantum systems. The main focus of current manuscript has been to address
the limit that analog quantum simulators based on superconducting circuits with pre-
cisely engineered quantum environment may outperform exact classical computational
approaches, such as the HEOM approach, allowing us to study non-Markovian effects.
Furthermore, here we have discussed the simulation of standard, as well as, general-
ized Holstein model at finite temperature which has many applications in molecular
aggregates, polymers, and superconductivity. Using the linear-algebraic bath transfor-
mation, we will be able to simulate dynamics of complex open quantum systems with
thousands of phonon modes. Such a simulation is as exact as numerical approaches
such as HEOM and definitely out of reach of any currently available computational
device.

As mentioned in the introduction, a similar idea based on superconducting circuit
QED [35] has been proposed earlier to simulate the standard Holstein model. In the
above proposal the coupling of the oscillator to the qubit is achieved in the large-
detuning, dispersive limit of a transverse interaction, and in a rotating, dressed frame
where the resonator is strongly driven. This gives a force on the oscillator in the second
order in the interaction, which can only be large for very small dressed frequencies, and
cannot be tuned all the way to zero. It has, in principle, the advantage that one can go to
arbitrarily low mode frequencies without needing to actually engineer low-frequency
modes. However, the requirement for constant, strong driving of the system is likely
to encounter many experimental problems. In this scheme, the hopping is adjusted
using flux-tunable SQUIDs in between the transmons. This means that none of these
couplings can be tuned to zero. Furthermore, as the coupling between transmons is
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reduced, the plasma frequency of the SQUIDs are as well, and this mode will start to
be spuriously excited by the strong driving field. By contrast, in our scheme, the force
on the bath modes is the result of first-order, static longitudinal interaction, which can
be made strong without the need for any driving, can be tuned all the way to zero,
and allows for structured spectral densities to be engineered, which has been the main
focus of this paper. Also, the site hopping can be tuned all the way to zero simply by
adjusting the couplers appropriately. This has been described earlier in Ref. [54].

Acknowledgements We acknowledge DTRA Grant No. DTRA1-10-1-0046, AFOSR UCSD Grant
No. FA9550-12-1-0046, Department of Energy Award No. DE-SC0008733 and Harvard FAS RC team
for Odyssey computer resources. A.J.K. acknowledges the Assistant Secretary of Defense for Research and
Engineering under Air Force Contract No. FA8721-05-C-0002. Opinions, interpretations, conclusions and
recommendations are those of the author and are not necessarily endorsed by the United States Government.

Appendix 1: Linear-algebraic bath transformation

Open quantum system approach to the spin-boson model often approximates the envi-
ronment as a collection of non-interacting harmonic oscillators. This is known as a
star-bath model and can be graphically illustrated in a star configuration as shown in
Fig. 5a. Linear-algebraic bath transformation [48] converts the star-bath model into a
set of weakly coupled multiple parallel chains as shown in Fig. 5b. The multiple-chain
bath model has a few primary bath oscillators that are directly coupled to the system
(spins/qubits) and the remaining oscillators (secondary bath modes) are coupled to the
primary bath modes in a chain. This model employs a simple linear-algebraic approach
to reduce the system-bath coupling strength as well as the number of the oscillators
that are directly coupled to the system.

To apply the linear-algebraic bath transformation we start by writing the Hej_ph +
Hpy, in a compact form [18,55] and then finding a unitary transformation U, U =1
that satisfies the following conditions [48]:

Fig. 5 a Star-bath model: Non-interacting quantum harmonic oscillators (shown in blue) are directly
coupled to a system site (shown in red). b Multiple-chain bath model: A system site is coupled to multiple
bath oscillator chains. In this model, the primary modes (shown in blue) are directly coupled to the system
and the secondary modes (shown in yellow) are coupled to the primary bath modes in a chain (Color figure
online)
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Ha—pn + Hyn = Y (Ly b)) T (Lb”) =Y (LI B}) . (

n
n

Ly
b, ) )

with

{0 &, _ 0\ (10 10
rn - (Kn Qn) ) r}’l - (I’En fzn - 0 Uj,; rﬂ 0 Un ) (8)

where b, = U ,L b,, with b}; (b,,) being the N-dimensional creation (annihilation)
operator vector of the phonons (oscillators). L,, is an operator that acts on the system, k ,,
is the system-bath coupling strength vector, and £,, is a diagonal matrix, which has the
harmonic frequencies as the elements 2, = diag(wy.1, ..., @, n). The first column
of U, is k, /||k,||2 and the other columns are given by the Gram-Schmidt process
with random vectors [56]. f‘n is a dense symmetric matrix and i, = (5.1, 0, ..., 0)!
is the new system-bath coupling strength vector [48].

To complete the multiple-chain transformation, we introduce another unitary trans-
formation U,, = P, U, that follows the following relations

Q,=0/2,0, and &, =Ulk,. )

The permutation matrix P, is used to rearrange the non-interacting bath oscillators as

multiple groups of several interacting oscillators b, = U Z b,. Note that U, is block
diagonal and does not allow the interaction between oscillators from different groups.
Now by choosing the I-th subblock UY” to be g /||| |, we can define the primary
modes (the ones that are directly coupled to the system sites) as collective oscillator
modes. Here g, is the rearranged coupling strength vector

gt
g, =P, =| : |, (10)

Ne
gfl ff)

and Negr is the number of groups of oscillators. The final step is to tridiagonalize the
~ (I
[-th subblock Sl,(z ) using the Hessenberg transform [56] via the Householder procedure

QS) =TOEOTOT The diagonal elements of the tridiagonal matrix & represent
the frequencies of the transformed bath modes and its off-diagonal elements are the
coupling strengths between the oscillators in the chain model. 7@ is a Hessenberg
unitary transform matrix that keeps the primary bath mode unchanged. To adjust the
system-bath coupling strengths of primary modes within the experimentally realizable
parameter domain, we have also developed a bath mode partitioning scheme [48]. The
scheme is called leaping partition (LP), which selects the oscillators far away from
each other to form multiple parallel chains. For example, we grouped 253 oscillators
of chlorosome into 6 groups as
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(w1, ®146, @1112, -+, w14252},  {w2, w246, W2 412, -+, W21246},
(w3, w316, W3 412, -+, W34246}, (W4, W16, V4412, -+ , Wa4246),
{ws, w516, w5412, -+, W54246), (W6, W6+6, W6+12, "+ , W6+246}, (11)

where w; < w,, if | < m. See Ref. [48] for more examples on the rearrangement of
the oscillators and also the MATLAB code that we have used for the transformation.

Appendix 2: Hierarchically equations of motion approach

In order to estimate the treatable system size for the Holstein model on classical
computers we run benchmark calculations with QMaster, which is a high-performance
implementation of the hierarchically coupled equations of motion approach (HEOM)
[19,57,58]. HEOM is based on an open quantum system approach and treats the
phonon modes as continuum bath.

The time evolution of the total system, described by the density operator R(?) is
given by the Liouville equation

d i i
3 R0 = —2[H@). R1)] = —EE(I)R(I)- (12)

At initial time 7o = 0 we assume that the density operator R(fy) = p(fo) ® Pphon(t0)
factorizes into the system degrees of freedom, described by the reduced density oper-
ator p(t), and vibrational degrees of freedom pphon (¢). The dynamics of the reduced
density operator is then obtained by averaging out the vibrational degrees of freedom

i t
p(t) = (T+ exp (- - /0 ds L(5)))p(0). (13)

We employ a high-temperature approximation 7y, /kgT < 1 and parameterize the
spectral density as a sum over Npeaks shifted Drude—Lorentz peaks

N CaKs
7 @) Z o (14)
w) = .
=\t @+ v+ (0 — )2

The time non-local equation can then be cast into a hierarchy of coupled time local
equations of motion for a set of auxiliary matrices o”

d - i "
Loy = —%[Hex, o (1)]

dr
Nszeaks
2 Ak Vi _
= Y sEoThagioe e
ket et BA” (V1 +is820)7 — v
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Npreaks
= D ks +5iQ00" (1)
m,k=1,s==+1
Nszeaks
% ,—1~+k T ks
D GV e () + O s (1) (15)
m,k=1,s==%1
Here we define n = M114+0010,— oo MM AN M, —s -« s AN M+, N M, —)s
i i i 2x :
Vyo = lamam. o], Vo = [amam, o]+ and Op ks = j(kBylfh ' — i +

: 2
i o _ 2 (eHlsSu) yyx . e _
$1Q2)V,, B 2 is ) Vo ) The reduced density matrix is given as p(t) =

oa(t). The hierarchy Eq. (15) can be truncated for a sufficiently large hierarchy

N, Npeaks . . .
depth ) k:pclak;: 41 "m.k.s = Nmax, for which convergence is tested by comparing

the dynamics for different truncation levels Nyx.

Appendix 3: Computational details to estimate the treatable system size

Solving the hierarchy Eq. (15) for a large system size is challenging, and requires
a considerable amount of computational resources, both in memory and number of
floating point operations per second (FLOPS). The whole set of auxiliary matrices
needs to be retained in the CPU memory during the complete propagation of the
exciton dynamics, and all entries need to be update for each propagation step. The
total number of auxiliary matrices No = (2 Npeaks N + Nmax)!/ (NVmax!(2 Npeaks N)!
depends on the number of sites N in the Holstein Model (see Eq. (4), main text),
the truncation level Np,x and the number of peaks in the spectral density Npeaks.
The factor 2 Npeqxs takes into account the shifts of the peaks in the spectral density,
Eq. (14) in positive as well as in negative direction along the frequency axis. Thus,
for the parameters used to perform the benchmark calculations in Fig. 1 of the main
text, we need to propagate up to several millions of auxiliary matrices in log-step, see
Table 1.

We carry out the calculations with the help of a sophisticated algorithm provided by
the QMaster package [16]. QMaster is based on massively parallelized vector stream-
ing. The idea behind the algorithm is to efficiently distribute the workload among the
available computational units while keeping up a high memory bandwidth. The latter
is achieved by a suitable layout of how the auxiliary matrices are stored in the CPU
memory. In general OMaster also runs on GPUs and the XeonPhi accelerator. How-
ever, todays available GPU memory is limited to 24GB (K80) which is the reason why
we run the benchmark calculations on a 64-core AMD Opteron processor with 256 GB
memory. QMaster is a single-device implementation, since distributed computation
among multiple compute nodes connected by Ethernet is rendered inefficient, due to
the large communication overhead [23]. More information about the algorithm as well
es a performance analysis are given elsewhere [16].

Table 1 summarizes the technical aspects of the underlying computations to estimate
the treatable system size (Fig. 1, main text). The propagation is performed over 10
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Table 1 Benchmarks of the treatable system size with respect to the number of sites and number of peaks
in the spectral density

N Npeaks #o -matrices Used memory Compuation
o-matrices (GB) time (min)

14 11 4,965,115 87 6.3

21 7 4,322,340 170 14.5

42 2 818,805 129 16.5

93 1 142, 880 110 30.8

100 1 176,851 158 41.0

The calculations are run with the high-performance HEOM-implementation provided by QMaster. Com-
putation time (without initialization) corresponds to the propagation of 10 time steps with truncation level
Nmax = 3. The parameter Npeaks = 1 describes a non-shifted Drude-Lorentz spectral density (€ = 0). The
exciton propagation is based on fourth-order Runge—Kutta integrator and run on a 64-core AMD Opteron
processor with 250 GB memory

time steps for a given electronic excitation at 7. The truncation level is set to Nypax = 3
which has proven as reasonable value for several light-harvesting complexes [15, 16,
23,59]. Shown are the results for the maximal treatable system sizes with respect
to the number of sites and number of peaks in the spectral density. Once one more
peak is added QMaster needs to allocate more than 250 GB of memory, and therefore
terminates with a segmentation fault. Thus memory consumption sets the hard limit
for the treatable system size. The computation time is a somewhat more soft criteria,
since the total computation time depends on the number of propagation steps which
strongly depends on the system at hand. For example, calculations for a quadrant of
the PSII-supercomplex comprising of 93 sites have been carried out for which the
exciton dynamics was propagated over 20,000 time steps with a time increment of 5
fs (100 ps total propagation time) [59]. According to Table 1, the calculations for a
non-shifted Drude—Lorentz peak takes about 43 days of total computation time, which
allows at least to run simulations to test the convergence of the hierarchy with respect
to the truncation level [59].
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