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In systems of coupled oscillators, the effects of complex signaling can be captured by time delays and
phase shifts. Here, we show how time delays and phase shifts lead to different oscillator dynamics and how
synchronization rates can be regulated by substituting time delays by phase shifts at a constant collective
frequency. For spatially extended systems with time delays, we show that the fastest synchronization can
occur for intermediate wavelengths, giving rise to novel synchronization scenarios.
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It has been known for over 300 years that interacting
dynamic oscillators generally tend to synchronize, even if
interactions are weak [1]. This synchronization occurs
robustly and independent of the details of the interaction
mechanism. A simple model for the generic features of
synchronization is the Kuramoto model [2,3]. It describes
the phase dynamics of instantaneously coupled oscillators
using a periodic coupling function. The instantaneous
frequency of a given oscillator is influenced by the phase
received from other oscillators. In general, coupling tends
to keep the phase difference between the oscillator and the
received signal at a constant value α. For α ¼ 0, two
oscillators tend to synchronize, and for α ¼ π, they tend to
lock in antiphase.
In many systems, signaling processes are complex, and

signaling times cannot be ignored. For example, in bio-
logical systems, dynamic oscillators are often coupled via
complex molecular signaling processes [4,5]. If the proc-
esses involved take a time comparable to that of the
oscillation cycle, these time delays in the coupling can
play a significant role for the dynamics of the system and
the properties of synchronized states [6]. In principle, the
effects of signaling times could be captured either by
modifying the phase shifts α or by introducing an explicit
time delay τ [7]. The effects of time delays have been
studied extensively. In particular, coupling delays can lead
to multistability of synchronized states and affect their
collective frequency [6,8,9]. While often considered as an
undesired but inevitable feature, constructive roles of
coupling delays on synchronization have been reported
[10,11]. It has been shown for systems with both phase
shifts and time delays that in the synchronized state time
delays effectively induce an additional effective phase shift
between coupled oscillators [6], suggesting that phase
shifts alone may capture the essential effects of delays.
This raises the question of whether phase shifts and
time delays play a similar role in networks of coupled

oscillators. In this Letter, we show that gradually substitut-
ing time delays by phase shifts, keeping the collective
frequency constant, there exists a specific combination of
time delay and phase shift for which the rate of synchro-
nization is fastest. This applies to both globally coupled
oscillators as well as different coupling topologies. In
spatially extended systems, substituting time delays by
phase shifts can regulate the length scale at which syn-
chronization is fastest. Our results demonstrate how the
phase shift α and the delay τ account for different physical
effects of complex oscillator coupling.
We obtain our results using a Kuramoto model for a

network of identical coupled oscillators, which takes into
account the time delay τ and phase shift α [6,12],

d
dt

θiðtÞ ¼ ωþ K
ρi

XN

j¼1

aijΓðθjðt − τÞ − θiðtÞ − αÞ: (1)

Here, θiðtÞ is the phase of oscillator i, N is the total number
of oscillators, and ω is the intrinsic frequency of the
oscillators. Oscillator coupling of strength K is described
by the 2π-periodic function ΓðϑÞ. The adjacency matrix aij
with aij ≥ 0 defines the coupling topology, and ρi ¼

P
jaij

is the total weight of links of oscillator i.
Because of the normalization of the coupling strength by

ρi in Eq. (1), in-phase synchronized states with θiðtÞ ¼ Ωt
always exist. The collective frequency Ω obeys the equa-
tion [6,13]

Ω ¼ ωþ KΓð−Ωτ − αÞ: (2)

The collective frequency, thus, depends on α and τ. For
τ > 0, several synchronized states with different collective
frequency can coexist.
By simultaneously changing α and τ, it is possible to

keep the collective frequency constant. For any synchron-
ized state with collective frequency Ω ¼ Ω0 obeying

PRL 112, 174101 (2014) P HY S I CA L R EV I EW LE T T ER S
week ending
2 MAY 2014

0031-9007=14=112(17)=174101(5) 174101-1 © 2014 American Physical Society

http://dx.doi.org/10.1103/PhysRevLett.112.174101
http://dx.doi.org/10.1103/PhysRevLett.112.174101
http://dx.doi.org/10.1103/PhysRevLett.112.174101
http://dx.doi.org/10.1103/PhysRevLett.112.174101


Eq. (2), the transformation τ → τ0, α → αþ Ω0ðτ − τ0Þ
preserves the existence of the synchronized state with
Ω ¼ Ω0. This transformation implies that for a given value
of Ω0τ þ α, there is a one-parameter family of systems in
the (τ, α) plane that can exhibit the same collective
frequency. These systems can be parametrized as

αðτÞ ¼ ψ − Ω0τ; (3)

where ψ is a constant that sets the collective frequencyΩ0 as

Ω0 ¼ ωþ KΓð−ψÞ: (4)

On varying τ and using the phase shift αðτÞ, the
collective frequency does not change. However, here we
will show that the synchronization dynamics does change.
To study the dependence of the synchronization dynamics
on time delays and phase shifts at constant frequency, we
introduce a small perturbation to the synchronized state and
determine its exponential relaxation rate r0. We compute r0
below both analytically and from numerical simulations.
Numerically, r0 can be determined from the exponential
relaxation time of the perturbation to perfect synchrony,
monitored by the Kuramoto order parameter [14,15].
As a first example, we consider globally coupled

oscillators with ΓðϑÞ ¼ sin ϑ. Figure 1 displays the relax-
ation rate of the system as a function of the time delay τ,
obtained by the numerical integration of Eq. (1) (circles).
This result shows that in this system there is a characteristic
value of the coupling delay for which the synchronization
rate is maximal. The analytical solution for the synchro-
nization rate (solid line), derived below, displays a
characteristic cusp where this maximum is attained.
As a second example, we consider a system with nearest-

neighbor coupling in one dimension with periodic boun-
dary conditions, see Fig. 2. In this case, as shown below, we
find that spatial Fourier modes of the oscillator lattice relax
independently, each with a relaxation rate r0ðkÞ that
depends on the wave vector k ¼ 2πp=N of the Fourier
mode. There exists a discrete set of wave vectors for which

p ∈ f−N=2;−N=2þ 1;…; N=2 − 1g, where N, consid-
ered to be even, is the system size. Note that because of the
delays, there is in fact a discrete set of relaxation rates rnðkÞ
for a given wave vector. However, synchronization is
governed by the slowest rate r0. The relaxation rate r0
of long-wavelength modes jkj < π=2 decreases with
increasing wavelength and time delay, see Fig. 2 (dashed
red lines). Fourier modes with short wavelengths jkj > π=2
display a cusplike maximum, a behavior that was already
observed in a different system as shown in Fig. 1. The delay
τ corresponding to this maximum and the corresponding
relaxation rate r0 depend on the wave vector k.
In order to better understand these examples and to

obtain basic insights into the behavior of the large class of
systems described by Eq. (1), we perform a general study of
the relaxation rate as a function of coupling delay and phase
shift. We consider the linear dynamics near the synchron-
ized state, θiðtÞ ¼ Ω0tþ εξiðtÞ with ε ≪ 1. For simplicity,
we focus on coupling topologies, for which the normalized
adjacency matrix bij ¼ aij=ρi is symmetric and bii ¼ 0 for
all i. The two examples introduced above fall within this
class of systems. Following Ref. [16], the in-phase
synchronized state of Eq. (1) is stable if and only if
γ > 0, where γ ≡ Kðd=dϑÞΓðϑÞjϑ¼−ψ . We only consider
these stable cases.
To first order in ε, the time evolution of the perturbation

is given by

d
dt

ξiðtÞ ¼ γ
XN

j¼1

bij½ξjðt − τÞ − ξiðtÞ&: (5)

We introduce the collective relaxation modes ϕiðtÞ≡P
jd

−1
ij ξjðtÞ, where dij is defined by

P
jkd

−1
ij bjkdkl ¼

uiδil and ui are the N eigenvalues of the matrix bij. The
eigenvalues ui are real and obey juij ≤ 1 [16]. To compute
the relaxation of collective modes, we take the time
derivative of ϕiðtÞ and use Eq. (5) to replace ξjðtÞ.
Inserting the identity δij ¼

P
kdikd

−1
kj enables us to express
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FIG. 1 (color online). Synchronization rate r0 as a function of
the coupling delay τ for a globally coupled system. Circles:
numerical simulations of Eqs. (1) and (3); line: Eq. (8).
ΓðϑÞ ¼ sin ϑ,N ¼ 40, ψ ¼ 5.5, ω ¼ 1, and K ¼ 0.15. Collective
frequency: Ω0 ¼ 1.11.
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FIG. 2 (color online). Synchronization rates r0 for a nearest-
neighbor coupled system and periodic boundary conditions in
one dimension withN ¼ 22 oscillators and γ ¼ 0.1. At τ ¼ 0, the
curves are ordered from bottom to top in direction of increasing
wave vector k ¼ 2πp=N. Dashed red lines: p ¼ 1;…; 5, solid
blue lines: p ¼ 6;…; 11. Adjacent curves have different bright-
ness for visual clarity. Dotted line: envelope for the maxima
γ þ 1=τ. Inset: same curves for large time delays.
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the result in terms of the collective modes ϕi and the
eigenvalues ui. The collective modes relax independently
according to

d
dt

ϕiðtÞ ¼ γ½uiϕiðt − τÞ − ϕiðtÞ&: (6)

The ansatz ϕðtÞ ¼ e−λt yields the characteristic equation
for the relaxation rates λ of the collective mode ϕ [17,18],

γ − λ ¼ γueλτ; (7)

where we have dropped the index i for notational simplic-
ity. Solutions to Eq. (7) can be expressed in terms of
the Lambert W function [19], defined by the relation
WðzÞeWðzÞ ¼ z for z ∈ C. This function has discrete
branches WnðzÞ separated by branch cuts, where n is the
branch index [20]. Each branch n of W corresponds to one
relaxation rate rn ¼ Re λn. Note that our sign convention
for λ implies that for stable states, all rn are positive. Here,
we focus on the slowest relaxation rate r0 for a given
collective mode ϕ, which corresponds to the long time
behavior of ϕ. Solving Eq. (7) for λ, the solution λ0 is

λ0 ¼ γ −
1

τ
W0ðzτÞ; (8)

where zτ ≡ uγτeγτ, since the principal branch W0 has the
property ReW0 ≥ ReWn [21]. The dependence of λ0 on the
coupling delay τ, thus, depends on the properties of
the principal branch W0 of the Lambert function.
To discuss the properties of the slowest relaxation rates

r0, we consider separately collective modes with u > 0 and
u < 0. In nearest-neighbor coupled systems, collective
modes with u > 0 are the Fourier modes with long wave-
lengths, as shown below. For these modes, r0 decreases
monotonically and converges to zero for τ → ∞ (dashed
lines in Fig. 2). This can be shown using Eq. (7) and by
writing

γ − r ¼ uγeτr cosðτνÞ; (9)

−ν ¼ uγeτr sinðτνÞ; (10)

where ν ¼ Im λ. The smallest value of r ¼ r0 corresponds
to cosðτν0Þ ¼ 1. From Eq. (10), it then follows that ν0 ¼ 0.
Using Eq. (7), we find

dr0
dτ

¼ − r0
τ þ ðγ − r0Þ−1

< 0: (11)

Furthermore, Eq. (7) implies that τ ¼ lnðu½1 − r0=γ&Þ=r0,
which reveals that r0 → 0 corresponds to τ → ∞. Therefore,
r0 vanishes for large τ. Hence, the collective modes corre-
sponding to u > 0 become stationary for large time delay.
Equation (7) furthermore implies that given two eigenvalues
u1 ≥ u2, the respective exponents satisfy rð1Þ0 ≥ rð2Þ0 for all τ

by an argument similar to the one leading to Eq. (11). In
Fig. 2, this is illustrated by the fact that the dashed lines
never cross.
In the case of collective modes with u < 0 in Eq. (7), it

can be shown that r0 displays a cusp at τ ¼ τ', where

τ' ≡ 1

γ
W0

!
e−1

juj

"
: (12)

At τ ¼ τ', r0 is not analytic and its first derivative has a
jump that stems from the definition of the principal branch
W0 of the Lambert function. We now show that dr0=dτ
has opposite sign in the two regions τ ≤ τ' and τ > τ'.
Therefore, the cusp is located at the maximum of r0, as
suggested by Figs. 1 and 2. Differentiating Eq. (8) with
respect to τ and using the defining relation of the Lambert
W function to compute its derivative, we obtain, with
W0ðzτÞ≡U þ iV,

dr0
dτ

¼ 1

τ2
ðU − γτÞðU þ U2 þ V2Þ − V2

ð1þ UÞ2 þ V2
: (13)

For τ ≤ τ', we find V ¼ 0. This follows from the properties
of the principal branch W0, in particular, ImW0ðzÞ ¼ 0 for
z ≥ −e−1. Since U ∈ ½−1; 0&, Eq. (13) implies dr0=dτ ≥ 0
for τ ≤ τ'.
For τ > τ', we show that dr0=dτ is negative. In Eq. (13),

the factor U − γτ is negative. This can be seen by taking
the real part of Eq. (8) and using the fact that r0 > 0.
Furthermore, V ≠ 0 in this region. The factorU þU2 þ V2

is positive: For τ > τ', we have U ¼ −V cotV, and
the numerator of the second factor in Eq. (13) can be
rewritten as

U þ U2 þ V2 ¼ V
ðsinVÞ2

!
V −

sinð2VÞ
2

"
: (14)

Since V ∈ ½0; π&, the above expression is positive.
Altogether, we conclude that for u < 0, dr0=dτ ≤ 0 for
τ > τ'. The corresponding collective modes, therefore,
resynchronize slower as the time delay increases. The
maximal resynchronization rate r'0 at τ ¼ τ' is given
by r'0 ¼ γ þ 1=τ'.
The behavior of r0 in the limit of large τ can be obtained

from an expansion of r0 in powers of τ−1,
r0 ¼ − ln juj=τ þOðτ−2Þ, which reveals that for collective
modes with eigenvalues u and −u, the synchronization rate
r0 approaches the same asymptotic behavior for large τ.
The inset of Fig. 2 reflects this property for the case of
nearest-neighbor coupling.
The mode structure shown in Fig. 2 can be understood as

follows. For nearest-neighbor coupling in d dimensions
with periodic boundary conditions, the collective modes
are Fourier modes of the linear perturbations ξ satisfying
Eq. (5)

PRL 112, 174101 (2014) P HY S I CA L R EV I EW LE T T ER S
week ending
2 MAY 2014

174101-3



ϕk1;…;kdðtÞ ¼
XN1−1

j1¼0

…
XNd−1

jd¼0

e−i
P

d
n¼1

knjnξj1;…;jdðtÞ: (15)

These collective modes satisfy Eq. (6) with eigenvalues

uk1;…;kd ¼
Xd

n¼1

cos kn; (16)

where kn ¼ 2πpn=Nn with pn ∈ f−Nn=2;−Nn=2þ 1;…;
Nn=2 − 1g, and Nn is the size of the system in the n
direction (n ¼ 1;…; d). Hence, the eigenvalues uk1;…;kd
refer to the respective Fourier modes with wave vector
(k1;…; kd). The slowest relaxation rate r0 for this Fourier
mode can be obtained taking the real part of λ0, given by
Eq. (8) with u ¼ uk1;…;kd .
We illustrate this result for the case of a two-dimensional

system, see Fig. 3. The synchronization rate r0 is displayed
as a function of the wave vector (kx, ky) in Figs. 3(a) and
3(d) for two systems with no delay and finite delay τ,
respectively, and α chosen according to Eq. (3) to impose
the same collective frequency. For no delay, Eq. (8) leads to
the classical scenario where short-wavelength collective
modes decay quickly while long-wavelength modes decay
slowly [dark corners in Fig. 3(a)]. Interestingly, for long
delays, collective modes decay fastest at intermediate
wavelengths [Fig. 2 and dark diamond in Fig. 3(d)].
This remarkable behavior is confirmed by full simulations
of Eq. (1), see Figs. 3(b), 3(c), 3(e), and 3(f). The inset of
Fig. 3(e) shows partially synchronized clusters on inter-
mediate length scales with persisting phase differences on a
nearest-neighbor scale. This behavior reflects the fact that
the curves for short-wavelength collective modes in Fig. 2
reverse their ordering as τ increases. A similar mode
reversal has been observed in small systems of chaotic
oscillators as a function of the coupling strength [22].
The behavior of a globally coupled system, Fig. 1, can

be understood as follows. The normalized adjacency matrix
is given by bij ¼ ð1 − δijÞðN − 1Þ−1. The largest eigen-
value u ¼ 1 corresponds to the neutrally stable global
phase shift. All other collective modes have eigenvalue
u ¼ ð1 − NÞ−1. These modes, therefore, exhibit the same
synchronization rate whose τ dependence is nonmonotonic.
According to Eq. (12), the maximal synchronization rate
of a system with global coupling is located at τ' ¼
W0ðe−1½N − 1&Þ=γ and depends on the system size and
properties of the coupling.
In this work, we have shown how coupling delays and

phase shifts play a different role in regulating synchroni-
zation in systems of coupled phase oscillators. Our results
show that synchronization rates can exhibit maxima as a
function of time delay when the collective frequency is
kept constant by adjusting phase shifts. Interestingly, in
spatially extended systems with time delays, the relaxation
rate does not always decrease with increasing wavelength
but intermediate wavelengths may relax faster than short

ones, giving rise to novel relaxation scenarios. Phase shifts
alone cannot give rise to this behavior.
Fast synchronization improves the resilience of the

synchronized state in the presence of fluctuations or
diversity [23–25]. Here, we have considered identical
oscillators, but in natural systems diversity of oscillators
can introduce a distribution of frequencies. For a narrow
frequency distribution, we have confirmed numerically
(data not shown) that a maximum of the synchronization
rate still occurs for a nonzero coupling delay. If the function
of a system demands the collective frequency to be in a
specific small range, the possibility to regulate synchroni-
zation rates using phase shifts and time delays at constant
frequency might be important. Examples for such systems
are the core pacemaker of the circadian clock, regulating
metabolism in higher organisms with a period of about 24 h
[26–28], the segmentation clock of vertebrates [29], whose
collective frequency determines the length of body seg-
ments [8,9,30,31], and engineered systems of coupled
lasers or electronic oscillators [32,33]. Our work shows
that together with phase shifts, coupling delays can play an
important role for the regulation of dynamic behaviors and
the resilience of synchronized oscillator networks.

We thank Lucas Wetzel for many fruitful discussions and
Douglas B. Staple for critical comments on the manuscript.

FIG. 3. Synchronization of oscillators with nearest-neighbor
coupling in two dimensions for no coupling delay [(a)–(c)] and
finite delay [(d)–(f)] but same collective frequency. [(a),(d)] r0 as
a function of wave vector for a regular 2D square lattice. Bright
colors correspond to small values, and dark colors correspond to
large values. Axes scaling is equal in both panels. [(b),(e)]
Simulation snapshots of Eqs. (1) and (3) at time t ¼ 24 with
nearest-neighbor sine coupling on a 100 × 100 lattice with
periodic boundary conditions. Intensity indicates relative values
of sine of the corresponding oscillator’s phase. Initial conditions
are the synchronized state, perturbed by phases randomly chosen
in [−0.4π, 0.4π]. Insets: 2× magnifications. [(c),(f)] Logarithmic
power spectra of images (b),(e). Axes as in panels (a),(d).
Parameters: ψ ¼ 6, ω ¼ 1, K ¼ 0.2, α given by Eq. (3), and τ ¼
0 [(a)–(c)] or τ ¼ 10 [(d)–(f)]. Collective frequency: Ω ¼ 1.06.
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