
Positioning of Droplets in Inhomogeneous
Fluids

DISSERTATION

THIS IS A TEMPORARY TITLE PAGE
It will be replaced for the final print by a version

provided by the service academique.
zur Erlangung des akademischen Grades

Doctor rerum naturalium
(Dr. rer. nat.)

vorgelegt

dem Bereich Mathematik und Naturwissenschaften
der Technischen Universität Dresden

von

M. Sc. Samuel Krüger
geboren am 11. August 1987 in Erfurt

Diese Dissertation wurde in der Zeit von April 2013 bis September 2018 am Leibniz-Institut für
Polymerforschung und am Max-Planck-Institut für Physik komplexer Systeme angefertigt.



eingereicht am 2. Oktober 2018
Eröffnung des Promotionsverfahrens am 15. Oktober 2018
verteidigt am 5. Februar 2019

Erster Gutachter Prof. Jens-Uwe Sommer
Zweiter Gutachter Prof. Frank Jülicher



Acknowledgements

Many people had direct or indirect influence on this work. I received support from very
different angles and I am very thankful for this. It is not possible for me to thank everybody
by name but this shall not diminish my gratitude to them who are not named.
First and foremost I would like to thank my supervisors Frank Jülicher and Jens-Uwe
Sommer for many discussions and advises about this project and their guidance through
the process of completing these studies. I would also like to thank Christoph Weber
for plenty of deep scientific and technical discussions as well as dialogue and advice
about the process of completing these studies. A very important forum for detailed
discussions about employed approaches and obtained results was the droplet meeting.
I would like to thank the members of the droplet meeting group Omar Adame Arana,
Tyler Harmon, Hui-Shun Kuan, Jakob Löber, Patrick McCall, Florian Oltsch, Suropriya
Saha, and Rabea Seyboldt. I would like to thank colleagues and former colleagues from
the Leibniz-Institut für Polymerforschung, namely Ron Dockhorn, Hauke Rabbel, and
Martin Wengenmayer especially for rich discussion about Monte-Carlo simulations and
simulation-related problems in general. I would also like to thank my former colleagues from
the Max-Planck-Institut für Physik komplexer Systeme Gary Klindt, Wolfram Pönisch, and
Andre Scholich for several fruitful and rich after-lunch discussions as well as discussions
in general. From the chemical information processing path of the center for advancing
electronics Dresden I would like to thank Andreas Richter and Martin Elstner for discussions
about experimental studies of the predicted effects and preliminary experiments.
I would like to thank Ulrike Burkert and Nicole Krause for their continuous support
regarding administrative and organization questions and problems.
Last but certainly not least I would like to thank my parents and grandparents, my brothers
and my sister for their various support.

Dresden, September 2018 S. K.

For any case of interpreting possible unclear parts of these acknowledgments and for any
case of evaluating these acknowledgments with respect to possible conflicts between these
acknowledgments and the Versicherung, only the German version of these acknowledgments
is valid.

i





Abstract

A central task of biological cells is the spatial control of their functions. One fundamental
approach to achieve this is the formation of liquid compartments by phase separation,
which leads directly to a spatially differentiated cell. One prominent example of spatial
organization of the cell is the one cell stage embryo of the roundworm C. elegans. In
this embryo, droplet-like structures, the P granules, are formed. The position of these
compartments is controlled by protein gradients. As a result, all P granules are positioned
at one side of the cell and the cell divides asymmetrically. Motivated by this observation
also technological applications can be imagined. Droplets show an important role in
microfluidics, because they provide a different chemical environment compared to their
surrounding fluid. A positioning mechanism like in the biological cell can e.g. provide a
sorting tool for droplets.
To investigate this positioning of droplets, we model this system as a ternary liquid
containing two demixing components and one regulating component that mixes with the
other two. The regulating component establishes a gradient through the system. Two
different ways of generating this gradient are considered: The origin of the gradient is
either an external potential that effects only the regulator, or boundary conditions on the
regulator flux that lead to a pumping of regulator material from one side of the system to
the other. We use lattice based Monte-Carlo simulation to find and evaluate the stable
states of the model. In the case of a system in equilibrium, we also give a mean-field
formulation employing the Flory-Huggins free energy.
This mean-filed approach reveals a first order phase transition between a droplet positioned
at low regulator concentration and a droplet positioned at high regulator concentration.
The phase separation is controlled by the interaction parameters. The stability of the
respective solutions is also observed in the simulation. Furthermore, the simulation shows,
that the non-equilibrium case is surprisingly closely related to the equilibrium situation.
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Zusammenfassung

Die räumliche Organisation der zellulären Funkionen stellt eine wichtige Aufgabe fü die
biologische Zelle dar. Diese Organisation kann durch eine Kompartmentierung der Zelle
durch Phasenseparation erreicht werden. Ein häufig verwendetets Modellsystem, das einen
solchen Mechanismus aufweist, ist der Embryo des Fadenwurms C. elegans kurz vor dessen
erster Zellteilung. In diesem Embryo werden tropfenartige Strukturen, sogenannte P granu-
les, ausgebildet. Die Position dieser Tropfen wird durch einen Konzentrationsgradienten
des Proteins Mex-5 beeinflusst. Dies führt dazu, dass sich alle Tropfen an einer Seite der
Zelle befinden, wenn sich diese asymmetrisch teilt. Ein solcher Prozess der Tropfenpositio-
nierung motiviert auch technische Anwendungen. Tropfen spielen eine wichtige Rolle in der
Mikrofluidik, da sie eine definiert chemische Umgebung darstellen, die von der umgebenden
Fluidphase verschieden ist. Ein Mechanismus, ähnlich dem in der biologischen Zelle, kann
eine Möglichkeit darstellen, um Tropfen zu sortieren oder zu positionieren.
Um die Ursachen der Tropfenpositionierung zu untersuchen, nutzen wir ein ternäres Mi-
nimalsystem des flüssigen Systems: Zwei nicht mischbare Komponenten, welche die zwei
Phasen ausbilden, und eine Regulatorkomponente, die sich mit den anderen Komponen-
ten mischt. Die Regulatorkomponente bildet einen Konzentrationsgradienten aus. Wir
betrachten zwei Möglichkeiten diesen Konzentrationsgradienten zu erzeugen. Die Ursache
dieses Gradienten kann entweder ein externes Potenzial sein, das nur Regulatorteilchen
beeinflusst, oder Randbedingungen bezüglich des Regulatorflusses. Wir nutzen Monte-Carlo
Simulationen, um die stationären Zustände des Systems zu bestimmen und zu untersuchen.
Außerdem stellen wir eine Meanfield Beschreibung für das System im Gleichgewicht vor,
welche auf der Flory-Huggins Theorie basiert.
Der Meanfield Ansatz zeigt einen neuen Phasenübergang zwischen einem Tropfen, der
bei minimaler Regulatorkonzentration positioniert ist und einem Tropfen, der bei ma-
ximaler Regulatorkonzentration positioniert ist. Dieser Phasenübergang kann durch die
energetischen Wechselwirkungen des Regulators mit den anderen Komponenten gesteuert
werden. Die Stabilität der entsprechenden Lösungen kann auch in der Simulation gezeigt
werden. Ausserdem zeigt die Simulation, dass sich das Nicht-Gleichgewichtssystem und das
Gleichgewichtssystem sehr ähnlich bezüglich der stationaeren Zustände verhält.
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1 Introduction

1.1 Motivation of this Thesis

Living cells are of enormous physical and chemical complexity. Multiple chemical species
and chemical reactions have to be organized in time and space. A very broad but important
question is how these order can be established and maintained to ensure a functional cell.
Fig 1.1 gives an impression of the complex spatial structure of an animal cell. Of important
role are the organelles [116]. These are distinct regions (compartments) of the cell that
have specific functions [116]. Two general types of organelles can be identified regarding
their structure [116]. There are organelles that are separated from the cytoplasm by a
membrane or membrane-less organelles. The membrane-less organelles behave like a phase
separated liquid system.
An additional level of cell organaization is the polarization of the cell, which leads to an
ordering of compartments [13]. We will illustrate this with the example of the fertilized egg
cell of the roundworm C. elegans. During its development, the cells have to differentiate.
At an early stage, this is achieved by asymmetric cell division in the young embryo [15].
Membrane-less organelles, the P granules are formed in the cell [71]. Before cell division,
they are positioned at one side of the cell, the created daughter cells are different. The cells
with P granules form the germ line of the growing organism, the cells without P granules
are its somatic cells [15].
Motivated by this process, we are interested in describing and understanding droplet
positioning in liquid systems. We give a short introduction to equilibrium phase separation
in liquid systems (section 1.2.1). This phase separation is the origin of droplet formation
considered in this thesis. Even in the introduced biological system, the formation of
membrane-less organelles can be fairly understood with this concept [116]. If thermody-
namic arguments are used to investigate these questions it is important that they are
capable of take spatial information into account. To this end we give a short introduction
to density functional theory (see section 1.2.2). This is an powerful tool for investigating
the thermodynamic properties of inhomogeneous systems [180, 127]. Later, in chapter 3 we
will use density functional theory to describe the positioning of droplets in a inhomogeneous
model system. We also give a short introduction to molecular simulations as an alternative
approach to investigate inhomogeneous liquid systems. This points to chapter 4, where
we employ lattice based Monte-Carlo simulation as an additional method to study the
positioning of droplets.
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Chapter 1. Introduction

specific functions of these subdomains are still poorly character-

ized, but at the descriptive level, they are consistent with phase-

separated systems.

Cytoplasmic bodies are more granular in morphology and have

functions often related to translational control and/or mRNA stabil-

ity. The processing body (P body) falls into this second category, in

which translation is stalled and transcripts are targeted for degrada-

tion by exonucleases (Parker & Sheth, 2007) or selective reactivation

of translation (Arribere et al, 2011). Stress granules are related to P

bodies, in that they contain translationally repressed mRNA, but

form in response to heat, osmotic, and chemical stress stimuli.

Figure 2 illustrates changes seen in several bodies during cellular

Nucleus

Cytoplasm

Cajal bodies

Nucleoli

HLBs

Paraspeckles

P bodies

A CB

Speckles

Figure 1. In homeostatic cellular conditions, dynamic fluid droplets demix from surrounding nucleoplasm.
(A) Nucleoli, Cajal bodies (CBs), histone locus bodies (HLBs), speckles, and paraspeckles participate in RNA and RNP biogenesis in the nucleus. Associated with chromosomal
loci, these nuclear bodies contain specific RNAs and proteins that pass in and out of nuclear bodies during RNP assembly. Unstable RNAs concentrate in P bodies in the
cytoplasm, where mRNA decay factors co-localize. (B) Analogous dynamics and fluid properties are obtained when a purified RNA-binding protein with a low-complexity
region is incubated in with RNA and observed over time in vitro. (C) Electron micrograph of a droplet showing overall spherical shape with an irregular outline. Micrographs
reproduced from Li et al (2012).

Glossary

Many of the terms used in the recent literature have meanings that
are overlapping or refer to subtle differences between concepts. Here,
we provide the classical definitions for these terms and comment on
their usage.
Liquid–liquid phase separation (LLPS)
It is the phenomenon in which solutes spontaneously separate into a
demixed liquid phase suspended within the bulk solvent.
Conventionally, the solute is a flexible chain polymer, but the term is
also applied to biological macromolecules that may not have a
flexible chain-like tertiary structure.
Low-complexity domain (LCD)
It is a region within a protein that contains an overrepresentation of
a subset of amino acids in the primary sequence. Often this occurs as
a repeat motif, but repeats are not a requirement.
Intrinsically disordered regions (IDRs)
These are the protein domains, often containing low-complexity
sequences that appear to lack well-defined secondary and tertiary
structure. Some IDRs have been determined experimentally, while
others are inferred and may be structured in certain contexts.
Droplet
It is the spherical fluid morphology adopted by phase-separated
macromolecules in solution. Droplets have measureable surface

tension and viscosity. Molecular constituents diffuse within them and
can exchange with the bulk solvent.
Hydrogel
It is the hydrated matrix formed by cross-linked protein polymers.
These polymers are best thought of as a stable colloidal solid
suspended in water.
Aggregate
It is a solid formation composed of proteins that have precipitated
from solution. Precipitation occurs because water is excluded from
macromolecular interactions to the extent that the protein mass is no
longer stably suspended
Amyloid
It is a class of protein aggregate characterized by a semi-regular
structure formed by the stacking of b sheets among protein
monomers in trans. They are experimentally identified by
characteristic X-ray diffraction patterns and staining with the dye,
thioflavin T.
Prion-like domain
It is a protein region characterized by sequence similarity to that of
prototypical yeast prion proteins domains. These can be thought of as
a special case of low-complexity domain
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Figure 1.1 – Nucleus of a animal cell with surrounding cytoplasm. The shown organelles
are membraneless organelles [29] (Permission for republishing in this thesis granted by
John Wiley and Sons).

After the introduction of these concepts, we give a short overview about droplet positioning
in biology and engineering. To this end, we have a closer look at membrane-less organelles
as an example for liquid-liquid phase separation in the cell (section 1.3.1). The actual
droplet positioning is shown in section 1.3.2, where cell polarization is introduced focusing
on the C. elegans embryo. In section 1.4, we give an overview about droplet positioning in
engineering. We close this chapter by emphasizing three central questions of this thesis
(section 1.5).

1.2 Phase Separation in Multicomponent Fluids

1.2.1 Phase Separation in Thermodynamic Equilibrium

In equilibrium, the behavior of the system is described by a thermodynamic potential.
Here, we choose the Helmhotz free energy considering a canonical ensemble. 1 The free
energy F ({Ni}, V, T ) is dependent on the state variables thermodynamic temperature T ,
total volume V and particle numbers Ni. In this section we will consider homogeneous
systems only. For them it is sufficient to discuss the free energy density f({φ̄i}) = F/V ,
which is dependent on the total temperature and the average volume fractions φ̄i = Niνi/V .
The parameter νi is the molecular volume of particles of type i. The choice of using the
volume fraction to describe the composition of the system is arbitrary, it is also possible to
use other properties to describe its composition, e.g. concentration. For simplicity, we will
discuss this free energy density for a two-component system. The system is incompressible
and its composition is sufficiently determined by one volume fraction φ̄, because 1 =

∑
i φ̄i

has to be fulfilled for these type of systems.

1We will use the short term free energy for the Helmholtz free energy.
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Figure 1.2 – Ginzburg-Landau free energy density. (a) T > Tc. The free energy is convex
for the whole interval 0 < φ̄ < 1. If the system decomposes into the phases φ̄a and φ̄b, the
free energy of the total system is increased (dashed line). (b) T < Tc. Inside the region
φ̄a < φ̄ < φ̄b, the total free energy of the system is decreased if the system decomposes
into the phases φ̄a and φ̄b. Outside this region the not separated system is stable.

A generic form of the free energy which is capable of illustrating important behavior of the
system is the forth order polynomial

βf = a(φ̄− φ̄c)2 + b

2(φ̄− φ̄c)4. (1.1)

This is a Taylor expansion around the critical point of the system characterized by the
critical temperature Tc and the critical volume fraction φ̄c [57]. We can distinguish two
different scenarios of the system.
In the first scenario T > Tc. Considering eq. (1.1) that means that a > 0 and b > 0. This
scenario is illustrated in fig. 1.2(a). Now, the free energy density is convex for all volume
fractions φ̄. That means that if the system would separate in the two phases φ̄a and φ̄b,
the free energy of the system would increase (see fig. 1.2(a)). Thus, the one phase state of
the system characterized with φ̄0 is stable. The system is stable for each average volume
fraction φ̄, ∂2f/∂φ̄2 < 0 for all φ̄.
In the second scenario, illustrated in fig. 1.2(b), the temperature is lower than the critical
temperature (T < Tc). Now, the parameters are a < 0 and b > 0. In this scenario it exists
a region between φ̄a and φ̄b, where the system can decrease its free energy by separating
into the two phases φ̄a and φ̄b (see fig. 1.2(b)). The composition of these two phases are
φ̄a,b = φ̄c± a/b. Outside this region, for φ̄ < φ̄a and φ̄ > φ̄b, the one phase system is stable.
We discuss the calculation of φ̄a and φ̄b in section 2.1.
If the behavior of the free energy is known for a system, the phase diagram of the system
can be predicted from that free energy. We consider both components to be chemically
inert, so that no chemical reaction is performing in this system. A typical phase diagram
of this passive system is shown in Fig. 1.3. As mentioned before, we use φ̄i to describe
the average volume fraction of component i in the system. The parameter β is the inverse
temperature 1/kBT . If the system is homogeneous like considered in this section, the
average volume fraction is equal to the local volume fraction φi. In an incompressible fluid
of M components, the total volume is given by the sum of the volumes of all particles
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Figure 1.3 – Phase diagram of a two component liquid system of the components A and
B in the β − φA plane. The light color indicates the mixed region, the demixed region
is highlighted by the shadowed area. The solid black line at the border of the shaded
region is the binodal line. The spinodal line is represented by the curved dashed line in the
demixed region. Two representative tie lines are indicated by the horizontal dashed lines.
We did not use a quantitative measure for the β-axis, because that is also dependent on
the particle interactions.

V =
∑M
i=1Niνi and the molecular volumes νi are constant parameters.

The phase diagram of the two component system shows two different regions in its phase
space (see fig. 1.3). In the brighter region, the mixture of the components is stable. In
the shaded area, the system separates in an A-rich phase a and a B-rich phase b. The
connecting line between these two particular phases is called tie-line (horizontal dashed
lines). In the considered simple system, these tie-lines are horizontal lines that connect two
points of the binodal line. The two connected points are coexistent in thermal equilibrium.
The solid thick line shows the binodal line of the phase diagram. If two different volume
fractions coexist in thermal equilibrium, both have to be element of the binodal line.
Together, binodal line and the tie-lines determine the possible coexistent volume fractions
sufficiently.
The curved dashed line of the phase diagram is the spinodal line. In the area between the
spinodal line, the system demixes spontaneously into the two phases. This process is called
spinodal decomposition. Typical examples are found in [25, 24, 115]. In the region between
the binodal line and the spinodal line a different mechanism of separation is observed.
Now, the droplet phase is formed by nucleation and growth. 2 As the name suggests, small
droplets are nucleated at the beginning of this process. Afterwards these small nuclei grow
and merge [45].
The spinodal and binodal line touch exactly at one point, which is the critical point at
the critical temperature Tc and the critical volume fraction φcA. At this point, the two
phases have the same composition and can not be distinguished. If the particles of type A
and B are chemically stable for sufficient high temperatures, the liquid system generally
mixes, because the entropy of the system overwhelms the particle interactions. This is the
common behavior of a liquid mixture. For special chemical structures, it is also possible to

2The system forms droplets on the onset of the phase separation. It is possible, that no drops are
existent once the system is equilibrated.
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1.2. Phase Separation in Multicomponent Fluids

induce mixing by decreasing the temperature, like it is observed for PEG [141]. This effect
is generally observed, if the solvent is able to bind to the respective component. These two
effects are known as LCST and the UCST [91]. UCST means the upper critical solution
temperature. This is the standard scenario of a phase diagram like mentioned above. For
high temperatures, the entropic contribution dominates the free energy of the system and
the components mix. Some systems show a LCST, a lower critical solution temperature,
like the PEG example. There a specific interaction leads to a stronger interaction between
the particles for higher temperatures, the components demix. In general this LCST occurs
in addition to the UCST.
In general, two properties can have significant influence on the shape of the binodal and
spinodal line. The first important property is the interaction between the present particles.
Repulsive net-interactions between the components favor demixing, and lead to an increased
demixed region of the phase diagram [47]. As a second point the influence of the particle
size should be mentioned. This is well investigated especially for phase separating polymers.
There, increasing the chain length leads to a reduced entropic contribution and to a favored
demixed state [47]. In fact, these influences are much more complex and can also lead
to qualitative different shapes of the phase diagram like mentioned for PEG, but here
we restricted ourselves to these two fundamental aspects. The discussion of the phase
transition is extended in chapter 2.
The complexity of the phase diagram can be strongly increased by adding more components
to the system. The possible number of coexisting phases can be determined using the
Gibbs phase rule

f = M − P + ω, (1.2)

where M is the number of components, P is the number of coexisting phases, ω is the
number of state variables, which do not describe the composition of the system, and f is
the number of the degrees of freedom. Here, this quantity is defined by the number of
state variables, which can be varied without changing the number of coexisting phases.
Most commonly, ω = 2 for fluid systems when temperature and pressure dependencies are
discussed. This rule gives an impression how complexity increases if more components are
added successively to the system.

1.2.2 Equilibrium States of Inhomogeneous Systems

Concepts of the Density Functional Theory and Examples

In section 1.2.1 we discussed the equilibrium states of a homogeneous system. We considered
only systems, in which the volume fraction is constant in space. Even the simple example of
the phase separation of a binary liquid system shows, that the system is not homogeneous
because multiple phases are present. With the homogeneous approach we were able
to predict the phase behavior of the system. Technically, we investigated the mixed
homogeneous state and tested, if this state becomes not stable. Now, if we are interested
in the properties of the separated state, we need a technique, which allows us to investigate
the separated inhomogeneous state directly. To this end, we can employ the classical
density functional theory (classical DFT), which will be introduced in this section.
Historically, this technique was firstly formulated and established for the investigation of the
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Chapter 1. Introduction

ground state of the electron gas by Hohenberg and Kohn [73] in 1964. Later, this approach
was generalized for systems of nonzero temperature [112]. The pragmatic implementation
of this theory by Kohn and Sham [89] finally allowed this technique to be the established
powerful approach in computational chemistry.
From a mathematical point of view, the electronic DFT is closely related to the classical
DFT with the difference that the electronic DFT considers densities of electrons where the
classical DFT considers densities of atoms or coarse grained particles which correspond to
parts of larger molecules [180]. This difference also leads to neglecting quantum mechanical
effects in the classical DFT. The literature uses the same acronym for both types of density
functional theories.
The classical DFT is based on the theorem, that for an open system characterized by
its temperature T , total volume V and chemical potentials µi of all present species,
the underlying external potential of each component Ui(r) is uniquely defined by the
equilibrium density ρ(r) [73, 180]. 3 Another result of this theorem is, that a Helmholtz
energy F [{ρi(r)}] can be defined which is a functional of the densities of the present
particles and independent of the external potential [73, 180]. The expression {ρi} indicates
that the Helmholtz energy is a functional of all particle densities corresponding to the
involved particle types i. In the literature this Helmholtz energy is also denoted as the
intrinsic Helmholtz energy to point out its independence from the external potentials [180].
The central property and the independent variable of the free energy functionals is the
particle density ρi(r). 4 Because we will consider the volume fraction in this thesis, we
will also use the volume fraction in this introduction instead of the particle density. These
two components are coupled by the particle volume νi with φi = νiρi This volume fraction
can be obtained from the particle configuration

φi(r) = νi〈
∑
Ni

δrj〉. (1.3)

The positions rj are the positions of particles of type i and δ means the delta distribution.
The volume fraction is obtained by calculating the ensemble average of the sum over all Ni

positions of particles of type i. Later, we will use the short form φi for the volume fraction.
5

According to the second law of thermodynamics, the grand canonical ensemble has to be
in a minimum in equilibrium for the considered grand canonical ensemble. This grand
canonical ensemble can be written as a functional of the volume fractions [180].

Ω[{φi}] = F [{φi}] +
∑
i

∫
φi (Ui(r)− µi) dr. (1.4)

We consider the grand canonical potential because we have considered a grand canonical
ensemble at the beginning. In general, we have to formulate the corresponding thermo-
dynamic potential to the considered ensemble and minimize this potential to obtain the
respective equilibrium state. If a canonical ensemble is considered which is characterized by

3Here, we are considering the density ρ, because it is the classical property considered by cited literature.
4Here we consider only densities of particles that consist of exactly one particle. It is also possible to

extend this formalism to a molecular density (see [180]). In that case a multimensional vector R has to
be considered instead of the spatial vector r. The vector R contains the information of the position of all
particles of the molecule.

5Alternatively to DFT it is also possible to determine the equilibrium properties from the particle
configurations. This can be done by employing Monte-Carlo simulation (see section 4.1.1)
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1.2. Phase Separation in Multicomponent Fluids

a constant temperature, total volume and particle numbers, the free energy is minimized
directly. The different thermodynamic potentials can be transformed into each other by
Legendre transformation. The minimization of the grand canonical potential leads to the
variational equations

0 = δF [{φi}]
δφi

+ Ui(r)− µi. (1.5)

Eq. (1.5) can be solved if the expression of the free energy is known. The solutions of this
equation are the equilibrium volume fraction profiles of φi. If the equilibrium profiles are
known, the thermodynamic properties of the system can be computed employing methods
of statistical mechanic [67]. In general, the exact form of the free energy is not known but
approximated by physical models of the real system. We give three historic examples of free
energy functionals of different systems, which shall give an impression what different kind
of systems can be investigated with this approach. After that, we give a short systematic
overview of approximating the free energy functional.
Before the systematic introduction of the DFT by Hohenberg and Kohn, a variational
approach was already used by van der Waals to investigate the surface tension and the
structure of the vapor-liquid interface in 1893 [168]. There he uses a second order gradient
expansion of the free energy to describe the phase separated system. The free energy model
was

F =
∫
f(φ(r))dr + κ

∫
(∇φ(r))2dr. (1.6)

The investigated system consists of one component in a constant total volume and temper-
ature [168]. The vapor (V) state of this component is in equilibrium with its liquid (L)
state, the state can be described by one density profile. The parameter κ is a constant
that can be related to the inverse temperature β and the direct correlation function c(r, φ̄)
containing the average volume fraction φ̄ = (φV + φL)/2 [168, 180]. 6 The original work of
van der Waals was not extremely visible at this time, which led to the reinvention of this
method by Landau and Lifshitz in 1935 investigating the boundary of magnetic domains
[97]. Later, Cahn and Hilliard established a related theory in 1958 to understand the
vapor-liquid and liquid-liquid interface [26].
The last example considered isotropic particles only. The variation approach is also capable
of investigating ensembles of anisotropic particles. This was originally done by Onsager in
1949 [126]. In that article he described the isotropic-nematic transition of lyotropic liquid
crystals. In that case, the volume fraction φ(r, ω) is a function of the center of mass of the
particles and the orientation angle of the molecules. 7 Onsager computed the lowest-order
expansion of the free energy with respect to the now anisotropic density profile, which
gives

F =
∫
φ(r, ω)
ν

(
ln φ(r, ω)

ν
− 1

)
drdω

− 1
2β

∫
dr1dω1

∫
φ(r1, ω1)φ(r2, ω2)

ν2 e−βu(r1−r2,ω1,ω2)dr2dω2.

(1.7)

6The direct correlation function is defined as the second functional derivative of the excess free energy
[180].

7A more strict approach is to introduce the more general molecular density and expand this molecular
density in terms of the center of mass of the particles and the orientation angle of the molecules [180].
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In that formulation, u(r1 − r2, ω1, ω2) is the pair potential between two liquid crystal
particles. The first integral can be identifies as the ideal contribution of the free energy.
The second integral considers the particle interaction and is derived as a virial expansion of
the free energy up to the second order. This procedure is closely related to the derivation
of the free energy of a not ideal gas.
The DFT was firstly used as a general methodology for a classical system by Ebner, Saam
and Stroud in 1976 [40]. In their original work, they investigated the interfacial properties
of a Lennard-Jones fluid. Their approach is related to the work of van der Waals, because
the free energy functional is also obtained from a gradient expansion. The obtained free
energy of the Lennard-Jones fluid is

F =
∫
f(φ)dr + 1

4β

∫
c(|r1 − r2|, φ̄)

(
φ(r1)− φ(r2)

ν

)2
dr1dr2. (1.8)

The function c is again the direct correlation function. Now, the volume fraction φ̄ = (
phi(r1)−φ(r2))/2 is the average volume fraction considering the spatial positions r1 and r2.
They also compared their results with respect to the surface tension and the binodal line of
the phase diagram with experimental data for liquid argon, which shows good agreement.

Modeling the Free Energy Functional

In this section, we present a short overview about the possible approaches of modeling the
free energy functional. In section 1.2.2 we have already mentioned that the free energy
functional is of special importance for the DFT method. If the functional form of the free
energy is known, the density profiles can be obtained by minimizing this functional or the
functional of a related thermodynamic potential dependent on the considered ensemble. We
will present three methods of modeling this functional: the square gradient approximation,
the excess free energy and the weighted density approximation.
The square gradient method is a phenomenological approach to solve a problem that raises
for free energy functionals that depend only locally on the volume fraction. In that case
the interfacial width vanishes, which is not consistent with experiments [145]. One of the
simplest solution is to expand the free energy functional in terms of the gradient of the
volume fraction. If this expansion is truncated after the lowest order, the square gradient
approximation is obtained [127]. The expression of the functional is the same as van
der Waals derived shown in eq. (1.6) [168]. The minimization of this type of free energy
functional gives a second order differential equation [44].
It is also possible to construct the free energy functional by perturbation around a known
state with a known free energy. The free energy functional is than the sum of the ideal
gas contribution, which is exactly known, and an excess term [180, 127]. The excess term
is than expanded around the reference state of the uniform liquid [127]. The ideal gas
contribution is

F id = 1
β

∑
i

∫
φi
νi

(
ln φi
νi
− 1

)
dr. (1.9)

Because we are considering a series expansion of a real system around the state of an ideal
gas, we can use φi/νi to estimate the corresponding particle density of the ideal gas. The
lowest order not vanishing term of the expansion of the excess free energy contains the
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direct correlation function, which is related to the structure factor of the fluid [127]. This is
also the reason for the appearance of this property in some of the previous examples. The
dependence on this direct correlation function allows to construct the perturbative excess
free energy from experimental data or independent theoretical investigations [127]. In
general, multiple types of particle interactions influence the excess term of the free energy.
The most commonly considered interactions are short range repulsion, van der Waals
attraction, weak association, electrostatics and correlation attributed to chain connectivity
[180].
The short range repulsion is commonly modeled as a hard sphere potential. There exist
multiple analytic theories that describe the thermodynamic properties of a hard sphere
fluid. The first established theories are the scaled particle theory [134], the Percus-Yevick
theory [133] and the Boublik–Mansoori–Carnahan–Starling–Leland theory [14, 107]. From
that basis, different DFT methods have been published to investigate an inhomogeneous
system of hard spheres [180]. Here, we will only mention the fundamental measure theory
by Rosenfeld, which is a self consistent theory [137]. The important feature of this method
is that it is based physical and mathematical principles. Most other DFT on hard sphere
systems employ the empiric weighted density approximation [180]. The fundamental
measure theory can be applied to simple hard sphere liquids, polydisperse hard sphere
liquids, fluid and solid phases, and not spherical particles as liquid crystals [138].
Van der Waals interactions are the commonly used interactions to describe non bound
interactions [180]. Most DFT methods that consider van der Waals interactions employ the
mean field approximation to evaluate them[180]. In the best scenario, these methods are
semiquantitative [180]. Tang and Wu published an improved approach for the attractive
excess free energy [159]

F ex
att = F ex

att({φ̄i}) +
∑
i

µatt
i

∫
∆φidr −

1
2β
∑
i,j

∫ ∫
catt
ij (|r − r′|)∆φi∆φjdrdr′. (1.10)

The term F ex
att({φ̄i}) is the attractive excess free energy of the reference fluid, the volume

fraction φ̄i are the average densities of the components i. This approach needs the excess
chemical potential µatt

i and the direct correlation function catt
ij as an input [180]. Commonly,

the expressions of the excess chemical potential and the direct correlation functions are
obtained from the first order mean-spherical approximation [180, 158]. It has been shown
that this procedure is in very good agreement with the results obtained from simulation of
simple systems like Lennard-Jones fluids and coarse grained polymers [102].
In the last part of this section we will shortly discuss the weighted density approximation.
This is a class of approximations that are a alternative to the perturbation approach [127].
The fundamental idea of this approximations is that the free energy is not evaluated for
the local value of the density but for weighted density averaged in a small region around
the evaluated point in space [127]. The several weighted density approximations differ in
the choice of the introduced weight function [127]. All approximations have to fulfill the
condition that the second derivative of the excess free energy gives the direct correlation
function [127, 32, 36]. These methods were succesfully employed, e.g. to calculate the
interface of liquids [31] and investigate the freezing of liquids [33].
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1.2.3 Molecular Simulation of Liquids

In addition to the presented mean-field and density functional methods, liquid systems can
also be investigated with molecular simulations. In molecular simulations the liquid system
is modeled on particle level and the thermodynamic properties are computed with the
temporal or ensemble averages of the simulated configurations [164]. We will consider two
types of simulation in this section, the Monte-Carlo method and the molecular dynamics
method. The Monte-Carlo method will be used in our studies to investigate the positioning
of droplets (see chapter 4). Nevertheless, we include the molecular dynamics method
because it is the alternative very popular and powerful method to simulate liquid systems.
One important choice is the considered ensemble. The choice of the ensemble is determined
by compared experiments or the application of the simulation. The ensemble is determined
by which properties are fixed and the considered probability density of the states of the
system [111]. The not fixed properties fluctuate and their average can be computed as a
result of the simulation. The canonical ensemble is defined by constant particle number,
total volume and thermodynamic temperature. If the pressure is fixed instead of the total
volume, the ensemble is isothermal-isobaric. Both ensembles are mostly used to investigate
phase properties [164]. For the investigation of adsorption isotherms and selectivities, the
grand canonical ensemble is most commonly used. In that ensemble the chemical potentials,
the total volume and the thermodynamic temperature are fixed. The Gibbs ensemble gives
good results if phase transitions are simulated [131]. In that ensemble the total system is
divided in multiple simulation boxes, each box contains one phase. The fixed variables can
be particle number, total volume and temperature (Gibbs ensemble with imposed global
volume) or particle number, pressure and temperature (Gibbs ensemble with imposed
global pressure). Now, the total volume is the combined volume of all simulation boxes and
the particle number is the combined particle number of all boxes. In addition to change
the configuration of one box during a simulation step, the particles can also move from
one box to another during simulation to sample the Gibbs Ensemble. The micro-canonical
ensemble with fixed particle number, total volume and energy is of conceptual importance
for molecular dynamics simulations [164].
In this section, we consider mostly continuous simulation models, where the spatial
coordinate is continuous. This makes it easier to consider and introduce Monte-Carlo and
molecular dynamics simulations in a combined section. Nevertheless, it is also possible
to propose a lattice model of a liquid system for Monte-Carlo simulations [68, 113]. In
this thesis we use such a lattice model to investigate the positioning of droplets (see
section 4.1.1).
In this section, we consider only particles with no internal degrees of freedom. The second
important feature of the model is the choice of the interactions between the particles. Very
often the interaction U between two particles is modeled as the sum of the dispersion-
repulsion interaction Ud−r

ij , the electrostatic interaction U el
ij and polar interaction Upol

ij

[136]. The interaction between two particles is than Uij = Ud−r
ij + U el

ij + Upol
ij . The

total potential energy of the system is the sum of the pair interactions. The dispersion-
repulsion interaction is important for weakly polar particles and commonly modeled by
the Lennard-Jones potential [100]

Ud−r
ij = 4εij

(σij
rij

)12

−
(
σij
rij

)6
 . (1.11)
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initial
condition

MD: solving equations of motion

MC: Boltzmann weight distributed new configurations

teq

neq

hXiMD

hXiMC

Figure 1.4 – A scheme of the generation of new configurations in Monte-Carlo (MC)
simulations and molecular dynamics (MD) simulations. The initial conditions can be equal.
The system is equilibrated after the time teq in the MD simulation or after neq steps in the
MC simulation. The resulting equilibrium average of property X has to be equal for both
methods. This sketch is adapted from [164].

The electrostatic interactions are computed from the Coulomb potential [164]. The polar
interaction is influenced by the molecular polarizability, which can be obtained from
experiment [164].
Very generic interactions are often used in lattice simulations [68, 113]. There the interaction
between two particles is characterized by a parameter that is dependent on the distance on
the lattice. Very often only nearest neighbor interactions are considered.
In the last part of this section we want to give a overview about important principles of
Monte-Carlo simulations and molecular dynamics simulations.

Monte-Carlo (MC) simulation

To sample the probability density of the considered ensemble it is sufficient to maintain
detailed balance during the simulation [164] 8

Piwij = Pjwji (1.12)

Pi is the probability of configuration i and wij is the transition probability from configuration
i to configuration j. The probability of a configuration is proportional to its Boltzmann
weight Pi ∝ e−βEi , where Ei is the energy of configuration i.
The transition probability during a Monte-Carlo move is constructed so that detailed
balance is maintained. One example of such a transition probability is found in the
Metropolis algorithm [113]

wij = min
(

1, Pj
Pi

)
. (1.13)

8A more detailed discussion is given in chapter 4
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If a canonical ensemble is considered, this transition probability is

wij = min
(
1, e−β∆E

)
(1.14)

9. The equilibrium value of a property X of a simulated system are obtained by computing
the ensemble average over equilibrated configurations

〈X〉MC = 1
n− neq

n∑
i=neq

Xi. (1.15)

Here, Xi is the value of property X for configuration i. The number of configurations is n,
the system is in equilibrium after neq configurations.

Molecular dynamics (MD) simulation

Commonly, molecular dynamics simulations consider classical dynamics of the particles
[164]. This assumption is well justified, if the de Broglie wavelength is much smaller
than the average distance between two particles Λt << (V/N)1/3 [164]. The considered
classical system can be described by the hamiltonian H({ri}, {pi}) in terms of the particle
coordinates {ri} and particle momenta {pi}.

H({ri}, {pi}) =
∑
i

p2
i

2mi
+ U({ri}). (1.16)

The first term is the kinetic energy of translation, mi is the mass of particle i. The second
term is the potential energy of the system. We neglect other contributions to the kinetic
energy, like rotational energy, because we consider only simple particles with no internal
degrees of freedom. With the hamiltonian eq (1.16), we obtain the Hamilton equations of
motion

dri
dt

= ∂H

∂pi
= pi
mi
, (1.17)

dpi
dt

= −∂H
∂ri

= −∇riU({ri}). (1.18)

During the simulation these equations of motions are integrated using finite difference
methods as the Verlet algorithms [171] or the Gear predictor-corrector algorithms [23].
These algorithms can be implemented in the micocanonical ensemble and also the other
ensembles [164].
If molecular dynamics simulations are used, it is important to note, that the equations
of motion sample the microcanonical ensemble. Other ensembles can be investigated by
introducing a coupling with a heat bath or a pressure bath [121, 74], applying the Gauss
constraint principle [43], or by rescaling of the velocities and/or particles [164].
The equilibrium value of a properties X in the considered ensemble are computed using
the time average over equilibrated configurations

〈X〉MD = 1
t− teq

∫ t

teq
X(t′)dt′. (1.19)

9In chapter 4, we use the more technical name acceptance probability pA for the transition probability
wij
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1.3. Spatial Organization of the Cell Through Phase Separation

The time teq is the time after which the system is equilibrated. For ergodic systems in
equilibrium this average is equal to the ensemble average obtained from the Monte-Carlo
simulation 〈X〉MC = 〈X〉MD.

1.3 Spatial Organization of the Cell Through Phase Separa-
tion

1.3.1 Droplet-like Units in the Biological Cell

To ensure the complex functionality of a living cell, the cell has to be able to organize its
components spatially and timely, respectively. One way of establishing spatial structures
is the formation of compartments within the cell by liquid-liquid phase separation [116].
Membrane-less organelles are a typical example of these kind of structures. The membrane-
less organelles can be found both in the nucleus and in the cytoplasm [116]. Examples of
these objects in the nucleus are nucleoli, paraspackles, nuclear spackles, and Cajal bodies
[116]. These organelles perform different tasks in the cell. In eukaryotic cells nucleoli are
places of ribosome biogenesis besides the cytoplasm [69]. 10 The function of paraspeckles
and nuclear speckles can be summerized under control of gene expression [96, 152, 48, 49].
Until now, the role of the Cajal bodies is not fully understood [116]. What is known is that
the Cajal bodies contribute to the regulation of small nuclear ribonucleo proteins (snSNPs)
[28]. 11

Important examples of membrane-less organelles in the cytoplasm are P bodies, stress
granules and germ granules [116]. 12 The functions of the organelles are very different.
The P bodies take part in mRNA transport, modification and translation [78]. Stress
granules are membrane-less organelles that are formed in response of stress signals [5] and
disassemble if the stress signal is removed [80]. Germ granules define the germ line of an
organism during its development [172]. The P granules mentioned in the introductory
sentences of this chapter are part of this class of organelles.
The formation of the organelles leads to a 10 to 100 fold higher concentration of certain
proteins and nucleic acids inside the organelles compared to their fluid environment
[101, 122]. This concentrated phase can be either be liquid-like [101, 122] or gel-like [84, 51].
These two situations can be differentiated experimentally by applying a shear stress on
the surface of the organelle. In such a scenario gels show no flux under steady state
conditions [84, 51, 95]. Other organelles are identified as liquid-like by investigating their
viscoelastic properties [15, 101, 182, 41]. Furthermore, photobleaching experiments show a
very fast exchange of molecules inside the liquid-like organelles with the surrounding phase
[132, 117, 101, 21, 182].
After describing the existence of liquid-like objects in the cell we want to give a summary of
the microscopic origin of these phase separations. In biology, two processes are important
for triggering phase separation: (i) The interactions between the components can be
changed, e.g. by phosphorylation [174], or (ii) its composition is adjusted, leading to the
formation of macromolecular complexes [9, 21, 104, 117, 147, 175, 182]. It has been shown

10Ribosomes are organelles important for protein synthesis [153]
11snRNPs are proteins which build up larger structures used for splicing in the nuclear speckles.
12We want to point out that P bodies and the P granules mentioned in the introducing sentences of this

chapter are different types of organelles. P granules are the germ granules of C. elegans, P bodies are a
type of RNA granules which are contained in all cells.
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that heterogeneous interactions, the interactions between different types of molecules, are
essential for the phase separations involved in organelle formation [19, 174, 3, 163, 63].
Furthermore, the phase separation is strongly supported by multivalent features of the
employed interactions [116]. The structural origin of this multivalent character is the
repetitive use of folded domains, which are able to interact with other molecules, and
low complexity disordered segments in the protein structure [116]. 13 The flexibility
of the disordered segments are necessary for the uncoupled binding events observed in
liquid-like organelles [101]. This observation also explaines why the disordered regions are
overrepresented in proteins which are essential for the formation of liquid-like organelles
[116]. According to these findings, the formation of membrane-less organelles can be
regarded as an example of case (ii) of phase separation in biological systems. Regarding the
detailed nucleation of the droplet-like structures in cells, the current understanding is that
specific protein-nucleic acid or protein-protein interactions initiate the droplet formation
by creating a micro-environment for the phase separation of other components [116]. The
specific interactions are mostly electrostatic interactions or aromatic interactions. A current
opinion is, that the variable contribution of the intermolecular interactions determines the
selective accumulation of specific proteins in the organelles [116].
Analyzing the composition of the membrane-less organelles it has been revealed that most
proteins are shared between different types of organelles [116]. On the other side, each
organelle contains a specific type of RNA, which is essential for the organelle’s identity [116].
It has been also shown that the disruption of the RNA transcription causes a re-localization
of the proteins in different proteins, which makes the RNA essential for defining the protein
composition of the organelles [148, 4]. In general, two functional types of components
are present in organelles. i) Multivalent components which are essential for the phase
separation. ii) components that are recruited by the intermolecular interactions [116].

1.3.2 Phase Separation in a Polarized Biological Cell

In the section 1.3.1 we presented examples of of phase separation in biological cells. To be
more specific, the biological examples are not homogeneous in general, but the presented
arguments consider their formation as phase separation in homogeneous systems. In this
section we will also consider the inhomogeneous character of a biological cell. To this end,
we give a short introduction to cell polarity and discuss phase separation in a polarized
environment considering the example of the one cell stage embryo of C. elegans.
Processes of generating an inhomogeneous environment in biological cells can be summarized
as cell polarity [13, 39]. In general, cell polarity can be defined as a structurally and
functionally asymmetric organization of the cell [13]. The field of cell polarity is very broad
and contains multiple different mechanisms. Following Bornens’ Review, two categories
of cell polarity can be described [13]. In the first category, examples of cell polarity
caused by intrinsic asymmetry of cell compartments can be found. In the second category,
the cell polarity is generated by connecting compartmental polarities. Examples for the
intrinsic asymmetry of cell compartments are the plasma membrane [6, 139], the actin
[169, 167, 114] and tubulin cytoskeleton [79, 81, 120], the centriole or basal body organelle
[7], and endomembranes [105]. The plasma membrane is composed of different types of

13Low complexity disordered segments are a special kind of intrinsically disordered protein regions, which
show a bias to a small set of amino acids [116].
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lipids [13]. Under certain circumstances, these lipids can segregate and spatial asymmetry
can be observed [13]. The actin and the tubulin assembly is caused by a head-to-tail
polymerization leading to polarized structures [13]. Centrioles are intrinsically asymmetric,
they possess proximo-distal and circumferential asymmetry [13]. The endomembrane
system is build up by an intrinsically orientated array of membrane-bound organelles
[13]. Examples of the second category of cell polarity, the connection of compartmental
polarities, can be found in the cell cortex [108, 128, 178], the centrosome and microtubule-
cortex connection [30], the centrosome-nucleus connection [106], and the golgi and the
nucleus-centrosome connection [18]. The cell cortex is defined as the plasma membrane
and the underlying associate proteins, e.g. cytoskeletal proteins [13]. In lower eukaryotes,
the polar structure of the cortex is generated by the lateral connection of a microtubuli
network with the plasma membrane [13]. The centrosome is an organelle, which has an
approximately central position in the most animal cells [13]. It acts as the main microtubule
organizing center. Its position is maintained by nucleation and anchoring of microtubuli
[13]. By reorganizing its position, the centrosome can be part of polarization processes
[13]. The centrosome and the nucleus maintain a strong connection in animal cells [13].
One function of this connection is the positioning of the nucleus [13]. The interaction of
the golgi apparatus with the nucleus-centrosome connection can influence the position of
the golgi apparatus [13].
This thesis is motivated by the cell polarity of the fertilized egg-cell of C. elegans before
the first cell division [15, 71, 155]. With respect to the previously introduced classes of
examples, this cell polarity is caused by the centrosome and microtubule-cortex connection.
The interaction of the sperm centrosome and the cortex triggers the reorganization of the
egg-cell and creates the polarity along the antero-posterior axis [30].
It has been observed, that between the fertilization and the first cell division, P granules
are formed in the one cell stage embryo and collected on one side of the cell [155]. P
Granules are non-membrane-bound compartments and consist of many proteins and RNA.
Thus, they are of the same class as nucleoli [16], Cajal bodies [156] and stress granules
[179]. 14 P granules are liquid-like objects, which contain proteins and RNA. They are
called liquid-like, because these compartments are not enclosed by a membrane and show
typical droplet like behavior like wetting surfaces and the ability to fuse [15]. An important
protein of this mixture is PGL-3. It is responsible for the phase separation forming the P
granules [166]. Biologically, the P granules determine the germ lineage of the organism.
Cells, which contain P granules are part of this germ line and form sperm cells or oocytes.
Cells without the P granules differentiate into the somatic tissue [165]. It was currently
claimed, that P granules are essential for the epigenetic inheritance of C. elegans [173].
In the later germ line development, two proteins segregate from the P granules forming
Z granules. 15 In the adult worm, the P granules, Z granules and a third type of liquid
droplets called Mutator foci form tri-condensate assemblages, the PZM granules. These
structures are involved in controlling the transgenerational epigenetic inheritance [173].
A fertilized cell with P granules is shown in Fig. 1.5. Before the first cell division, the P
granules are collected at the posterior side of the cell, which leads to an asymmetric cell
division. This step is essential to obtain cell differentiation. After the forth cell division, the
cells divide symmetrically to increase the number of cells [71]. The origin of this polarity of

14An introduction of this type of compartments was given in section 1.3.1. At this point we will repeat
the important features of the P granules.

15The nomenclature of these structures is taken from [173]
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(a) (b) (c)

Figure 1.5 – (top) Generic sketch of the positioning of the P granules. Initially, the P
granules (circles) are distributed homogeneously through the cell (a). After the creation of
the Mex-5 gradient (background color gradient), the P granules dissolve at high Mex-5
concentrations and are stable at low Mex-5 concentration (b). This process leads to the
polarization of the C. elegans embryo (c). (bottom left) P granules (green) are collected
at the posterior side of the one cell stage embryo [15] (Permission for republishing in this
thesis granted by the American Association for the Advancement of Science). (bottom
right) The fluorescence intensity of the Mex-5 protein is plotted as a rainbow color code
from blue (low concentrations) to red (high concentrations). The protein Mex-5 establishes
a spatial gradient in the one cell stage embryo, where it is highly concentrated at the
anterior side and low concentrated at the posterior side [59] (Permission for republishing
in this thesis granted by Cell Press).

the cell is the fertilization itself, where one side is determined by the entrance of the sperm
cell [30]. The penetration of the membrane of the egg cell leads to a different distribution of
the membrane-bound PAR-proteins at the anterior and the posterior side of the cell [61, 72].
With this distinguishable functionalization of the membrane, proteins in the cytoplasm can
be activated or deactivated differently on both sides of the cell. This mechanism generates
a concentration gradient of the RNA-binding proteins MEX-5 and MEX-6 in the cytoplasm
[35, 59, 129, 146, 160]. Mex-5 shows an approximately constant gradient in the cell [59]..
These gradients are essential for segregating the P granules [15, 35, 53, 59, 146, 160]. At
the anterior side, Mex-5 is highly concentrated, at the posterior side low concentrated.
There are predictions that local concentrations of a chemical agent can regulate position
dependent phase separation [15, 56, 98].
The first physical models that explained the positioning of P granules were onset models
which studied the onset of symmetry breaking of the C. elegans embryo [15, 56]. They
used spatial binary models considering that the P granule material is described by the
volume fraction φ and the remaining cytoplasm is described by the volume fraction 1− φ.
The models are based on the spatial dependence of the saturation volume fraction φsat.
The saturation volume fraction φsat is the volume fraction value that has to be locally
reached to observe droplet formation.
Brangwynne’s model is shown in fig. 1.6. He proposed a generic model that assumes that
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Figure 1.6 – (a) In the unpolarized cell, the saturation volume fraction of the droplet
forming material φsat is much higher than the volume fraction present in the cytoplasm
φcyt. The P granules are dissolving in the whole cell. (b) The polarization of the cell
leads to a not constant saturation volume fraction along the anterior-posterior axis of
the cell. If the onset volume fraction φcyt is lower than the saturation volume fraction,
dissolution of the P granules is observed in that region. Vice versa, if φcyt is higher than
φsat, condensation of P granules is observed. This sketch is adapted from [15].

the saturation volume fraction φsat is constant in the unpolarized cell. The volume fraction
of the P granule material in the cytoplasm φcyt is also constant in the unpolarized cell but
much lower than the saturation volume fraction φsat. This leads to dissolution of the P
granules in the unpolarized cell. The second central assumption of this model is that the
symmetry breaking leads to a not constant distribution of the saturation volume fraction
φsat. Now, two qualitatively different regions can be identified in the cell. Near the anterior
side (x = 0) of the cell, the onset volume fraction of the P granule material φcyt is smaller
than the saturation volume fraction φsat. In that region dissolution of the P granules is
observed. Near the posterior side (x = 1) of the cell, the onset volume fraction φcyt is
higher than the saturation volume fraction φsat. There, a condensation of P granules can
be observed [15]. This model gives no detailed explanation of maintaining the gradient of
φsat and does not consider steady states of the system. Nevertheless, it is not clear, if the
steady states are the essential features for the biological mechanism of droplet formation.
The model proposed by Gharakhani is based on the onset model proposed by Brangwynne.
Gharakhani’s model is sketched in fig. 1.7. He explaines the spatial dependence of the
separation volume fraction with the spatial dependence of the Flory-Huggins interaction
parameter χ = χ(x). At this point it is temporarily sufficient to interpret the Flory-
Huggins interaction parameter as a binary interaction parameter between the P granule
material and the solvent material. This interpretation is not exact, the FLory-Huggins
interaction parameter is discussed in more detail in section 2.1. The idea of a spatial
dependent Flory-Huggins parameter is based on a proposed influence of the Mex-5 protein
on the self-interaction of the P granule material. A high concentration of Mex-5 leads
to a weak interaction between the P granule particles and thus a dissolution of the P
granules. Vice versa, a low concentration of Mex-5 induces a strong attractive interaction
between the P granule particles and P granules are formed. To map this dependence, the
Flory-Huggins interaction parameter χ(x) is modeled as a linear increasing function along
the anterior-posterior axis of the cell. This assumption of a spatial dependent Flory-Huggins
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Figure 1.7 – In this model, the Flory-Huggins interaction parameter is linearly dependent
on x, χ = χ(x). The evolution of the free energy density in space is sketched in the top row.
This spacial dependence of the free energy leads to spatial dependence of the saturation
volume fraction φsat. Droplet growth is observed for φcyt > φsat. The droplets dissolve if
φcyt < φsat. This sketch is adapted from [56].

interaction parameter leads directly to a spatial dependence of the free energy density f ,
which allows the calculation of the spatial profile of the saturation volume fraction φsat. As
a central result Gharakhani also obtains one region of the cell, where P granule dissolution
is observed and one region where condensation of P granules is observed [56].
Lee proposed thermodynamic arguments employing a ternary liquid system considering
the P granule material described by φA, the regulator Mex-5 described by φR and the
remaining cytoplasm. His arguments use the two phase phase diagram of this ternary
system shown in fig. 1.8. He proposed that the anterior-posterior axis can be modeled as a
linear path in the ternary phase diagram in good approximation. 16 For the unpolarized
cell, this path lies entirely in the demixed region of the phase diagram. 17 For the polarized
cell, this path starts in the mixed region for the anterior side of the cell, crosses the binodal
line at one point and thus ends in the demixed region for the posterior side of the cell.
The use of thermodynamic arguments leads to a strong qualitative change of the spatially
observed droplet formation even for weak imposed Mex-5 gradients [98].
The biological mechanism is not only based on liquid-liquid phase transition [17]. A
detailed explanation of the positioning of droplets in the C. elegans embryo considering a
maintained Mex-5 gradient is given in [143]. This explanation is based on the interaction
between the protein PGL-3, mRNA (both are essential components of P granules) and the
protein Mex-5. They present recent experiments that show, that mRNA binds PGL-3 in
absence of Mex-5, which leads to a locally increased concentration of the protein PGL-3
and thus to phase separation [143]. In presence of Mex-5, mRNA is more likely to bind to
MEX-5 and the droplet formation is inhibited. The combination of the different binding
constants and the spatial gradient of Mex-5 leads to the positioning of the P granules in

16To elaborate this more, it is not important for this model that the path is linear. It seems to be
sufficient if the path crosses the binodal line at exactly one point.

17The models of Brangwynne and Gharakhani consider a dissolution of the unpolarized cell, while Lee’s
model considers the presence of droplets in the unpolarized cell. This is most likely explained by different
interpretation of the available data or different referred experiments. Nevertheless, this is not a serious
problem for the presented models because they can be easily adapted for the respective other case.
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Figure 1.8 – This model considers a ternary liquid system of the P granule forming material
A, the regulator Mex-5 R and the cytoplasm. The interactions are chosen so that two
phases can be present in the ternary liquid system. (left) The phase diagram of the ternary
liquid system. The solid black line is the binodal line that separates the mixed region
from the demixed region. The dashed lines are the tie lines that connect coexisting points
in the phase diagram. (top right) The model proposes that the volume fraction of the
regulator φR lies in the demixed region for the whole cell. Au indicates the anterior side
of the unpolarized cell and P the posterior side. (bottom right) In the polarized cell the
volume fraction of the regulator φR reaches from the mixed region of the phase diagram to
the demixed region. Mixing is observed near the anterior side of the polarized cell (Ap),
demixing at the posterior side (P).

the polarized cell [143].
In this thesis, we call Mex-5 a regulator, because it controls the liquid-liquid phase transition
of the system. The term regulator will be used in general for components that effects the
phase separation of a liquid system. The presented biological effect is our motivation to
investigate positioning of droplets in a generic three component liquid system. Because of
this generic nature of this effect, it is also suitable to mention possible technical application
of the positioning of droplets.

1.4 Droplet Positioning in Engineering Science

Besides biology, droplet positioning is also important for technical applications. In this
section, we will give a short overview about microfluidic applications that involve droplets
and consider some chosen examples. The focus will be on microfluidic systems because
their small characteristic length scale is favorable for the generally long timescales of phase
separation and diffusion. Furthermore, microfluidic systems are a very commonly used tool
to applicate liquid systems. In the second part of this section, we give a short overview
about the methods of droplet sorting as an example of droplet positioning in technical
applications.
Microfluidic systems are considered to be one possibility of non electronic information
processing [42]. This type information processing is based on chemical information or
different states of the microfluidic system [42]. These processes are summarized as wet
computing [42]. The advantage of such solutions is that the microfluidic system does not
need a electronic periphery to process information, this task can be performed intrinsically.
A common example of information processing on microfluidic devices are lab-on-a-chip
systems for medical analytics [62, 88]. These lab-on-a-chip systems are microfluidic systems
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in which the fluid sample is carried through some predefined tests [62, 88]. It is one way to
automate standard procedures in analytics.
Another application of droplets in microfluidic systems is the possibility to run chemical
reactions inside them [151]. There are two major reasons to perform reactions inside
droplets. They can work as microreactors where reactions are performed with very small
amount of educts. This is important, if the reagents are expensive or only available in
limited amount [77, 177, 176]. They can also be used to realize compartmentized reaction
conditions [38]. The applied chemical reactions can be broadly structured into two fields:
biological chemistry and synthesis. Examples for biology related reactions in droplets are
the analysis of DNA [22], protein crystallization [66, 65, 64] and enzyme kinetics, especially
for the directed evolution of proteins [1, 37]. An example topic for synthesis inside droplets,
which is not related to biology, is the synthesis of organic molecules. It is possible to
perform simple one step reactions like the bromination of alkenes inside droplets [34] or
more complex reactions like the formation of monomeric and novolak azo dyes in two steps
[60]. Beside this organic reactions, droplets can also be used to synthesize mono disperse
nanoparticles, e. g. silica gel particles [86], or microparticles with a controlled morphology,
e. g. uniform capsules [157]. If it is possible to control the position of these microreactors,
it would be possible to spatially control the chemical reaction.
In the last paragraphs we showed some examples of microfluidic applications that could
profit from a possible droplet positioning. An actual example of droplet positioning in
microfluidic devices is the sorting of droplets [144]. The techniques of droplet sorting can
be broadly classified into active, passive and combined methods [144]. We have to mention,
that in this section these terms are used according to their definition in Sajeesh’s review
[144]. The active and passive processes of droplet sorting should not be confused with the
physical terms and is not related to active and passive systems in physics. Here, an active
method is characterized sufficiently by the presence of an external field in which the doplets
are sorted [144]. A passive method does not have this external field, it employs interactions
between the particles, the structure of the microchannel or the flowfield [144]. In general
active methods show a higher relative efficience and throughput but can be problematic
to apply because of the additional energy input to the system [144]. In that case passive
methods can be chosen. Combined methods improve the efficiency or throughput of passive
methods by applying also an external field [144]. Examples for passive methods are the
pinched flow fractionation [124] or filtration [58].
The separation of doplets because of their movement on a surface with a hydrophobicity
gradient can be regarded as an example for the active type of droplet sorting, because a
hydrophobicity field is applied [76, 170]. The hydrophobicity gradients on the surface can
be established by grafting mixed brushes on that surface [76]. The droplet moves to the
preferred region of hydrophobicity. Other active methods are Dielectrophoresis [54, 52]
and magnetic methods [27, 130].
Inspired by the C. elegans system presented in section 1.3.2, the droplets could be sorted
qualitatively into one group of droplets, that moves to low regulator concentration and
one group, which moves to higher regulator concentration. Also a quantitative sorting
can be imagined. Here we propose, that it is somehow possible to build a chamber of a
microfluidic device, that acts as a channel in which the droplets are moved by convection
orthogonal to the gradient. If the droplets have the same velocity component in the
direction of convection, after a given time they end up at different positions along the
gradient. This positions can depend on different properties of the droplet like interaction
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between regulator and droplet, size of the droplet or its mass. But with an adjusted assay,
especially in preparing the set of droplets, a detailed sorting can be possible. Such a sorting
protocol would be closely related to the method of chromatography [110].

1.5 Central Questions Adressed in this Thesis

Motivated by the asymmetric cell division of the C. elegans embryo, we have introduced a
three component liquid system, where one of the components forms droplets in a solvent.
A third component effects this phase separation and is called the regulator. Although the
biological mechanism is understood [143], we aim to investigate this simplified system on
a more general level to reveal fundamental physical principles of the phase transition in
an inhomogeneous environment. To this end the following questions are focussed in this
thesis:

1. In C. elegans’ one cell stage embryo a gradient of a chemical component regulates
the positioning of the P granules at one side of the cell. Treating the multicomponent
cytoplasm as a one component solvent we can ask for the distribution of the chemical
components in the system. This is closely related to the question for a minimal model
of the liquid system, that still shows the localization of droplets.

2. Are there stationary positions of droplets and what is the influence of the energetic
interactions to these positioning? Do droplets prefer regions of high regulator con-
centration (correlated) or low regulator concentration (anti-correlated)? If such a
stationery position exists, there are at least two qualitatively different possible dynam-
ics of the droplet to reach this position. The droplet can simply drift to the stable
position or it can dissolve and reassemble at the stationary positions. Can these
dynamics be reproduced in the model and what determines the observed dynamics?

3. It is possible to investigate equilibrium models or non equilibrium models of the system
with a regulator gradient. What are the differences or similarities of the results from
these models regarding the droplet positioning?

The positioning of droplets is of general interest. Besides of biology, this is an important
tool in engineering and life science. We will comment on the potential contribution to this
aspect in the outlook chapter 5 of this thesis.
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2 Phase Separation in the Presence
of Concentration Gradients in and
out of Equilibrium

In this chapter we introduce a local equilibrium mean field description of the liquid system
based on the Flory-Huggins theory [47, 75]. We will also describe how a concentration
gradient of one component can be generated and maintained in such an equilibrium system.
Furthermore, we will discuss the possibilities of maintaining a concentration gradient in
non-equilibrium systems. We will close this chapter with a gedankenexperiment about how
these concentration gradient can influence the phase separation of the system.

2.1 Flory-Huggins Theory of Phase Separation in Homoge-
neous Systems

In this section we discuss a local equilibrium description of a homogeneous three component
liquid system. To this end we give an introduction to the Flory-Huggins theory for simple
particles on a lattice and derive the free energy of this system. Here, simple particles mean
that all types of particles have the same size.
The Gibbs free energy of the ternary system is G(NA, NB, NR, T, P ), where the variable
Ni describes the number of particles of component i. As mentioned in section 1.2.1, we can
use Legendre transformation to obtain other thermodynamic potentials. The free energy is
F (NA, NB, NR, T, V ) = G− PV . 1 We have to consider that only incompressible liquid
systems are studied in this thesis. In that case we have to be careful which thermodynamic
potential we choose. The reason for this is that the total volume V is determined by the
sum of the volumes of the particles V = νANA + νBNB + νRNR. All molecular volumes νi
are regarded as constant parameters describing the volume of one particle of type i. The
state variable V is no longer independent from the composition state variables Ni. This
do not change anything for the thermodynamic potential G because it is dependent on
the pressure P and not the total volume. But if we consider F , we have to consider the
additional constraint between V and Ni and the free energy F (NA, NR, T, V ) is dependent
on one less variable. The choice of NA and NR as the independent variables is arbitrary,
each possible choice is physically equivalent. In this section, we will derive the free energy
F of the homogeneous liquid system to introduce the Flory-Huggins theory. With that
choice we also do not have to discuss and to define the pressure in the lattice model.
Furthermore, we will use the volume fractions φi = νiNi/V as the intensive variables to

1In this thesis, we use the short term free energy for the Helmholtz free energy. If other types of free
energies are used, they will be explicitly named.
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Figure 2.1 – 2D cut through the lattice model of the liquid system. The component B is
represented as vacancies. The energetic cross interactions are labeled in this sketch, the
self interactions are omitted.

describe the composition of the ternary system. These volume fractions are also constrained
to 1 = φA + φB + φR.
We use a lattice model to describe the liquid system. The lattice is incompressible and
completely filled with the three types of particles. There are no vacancies because that
would introduce o fourth identity of the lattice sites. Each lattice site is occupied by exactly
one particle. In the case of the completely filled lattice, the total volume of the system is
given by the particle numbers and the lattice constant a, because each particle volume νi
is now a3.
One way of computing the corresponding free energy is to determine the partition sum
of this system using a mean field approximation of the lattice model to derive the free
energy from it. This calculation is presented in appendix A.2 for a binary system and a
ternary system. Here, in this introduction, we follow a simple derivation as presented in
Rubinstein’s book [140]. For that derivation we choose to consider a simple cubic lattice
(fig. 2.1). The choice of the lattice is arbitrary and will only change the value of one
parameter in the free energy. One lattice site has the volume ν = a3. We assume that this
volume of the lattice sites is equal to the volume of the particles νA = νB = νR = ν. At
this point, it would also be possible to derive the more general case in which particles can
occupy more than one lattice site. This more general case was considered in the original
work of Flory and Huggins [47, 75]. If such polymer-like particles are considered the
following calculation, especially the calculation of the entropy, would become significantly
more comprehensive. Because we will only consider particles with equal molecular volume
ν in this thesis, we decided to present the simplified case of one lattice site per particle in
this introduction.
In the spirit of the Flory-Huggins theory we chose the state of the pure components as the
reference state. The obtained free energy will thus describe the change of the free energy
if these pure components are mixed. This argument is sketched in fig. 2.2. The three
independent lattices of pure components of the initial system are combined to a completely
filled lattice containing the three components, which is the mixed system. For that reason
the Flory-Huggins free energy is also called the free energy of mixing. This free energy of
mixing is defined as the free energy difference

FFH = Emix − Epure − T (Smix − Spure) . (2.1)
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Figure 2.2 – Sketch of the state of the three pure substances (left side of the arrow) and
the state of the mixture of these components (right side of the arrow). The free energy of
mixing FFH describes the free energy difference between these two states in the labeled
direction.

We will discuss the difference of the entropy of the two states Smix−Spure and the difference
of the internal energy of these states Emix − Epure separately. The entropy is given by
Boltzmann’s formula S = kB lnW , where W is the number of possible microstates of the
system corresponding to a given macrostate. In the lattice model the microstates are
specific configurations of particles on the lattice. The macrostates are determined by fixing
the values of the state variables like the numbers of particles Ni and the lattice size N .
Because we have exactly as many particles as lattice sites, we obtain Wmix = N ! for the
mixed state. The state of the pure substances consists of three lattices, where each lattice
contains only one type of particles (see fig. 2.2). These lattices are also completely filled.
For each separate lattice, the number of microstates is Wi,pure = Ni!. Because these three
lattices are independent, the total number of microstates is the product of the number
of microstates of the three lattices Wpure = NA!NR!(N −NA −NR)!. Applying Stirling’s
approximation lnN ! ≈ N lnN −N , the entropy of mixing is

S = NA lnφA +NR lnφR + (N −NA −NR) ln (1− φA − φR) . (2.2)

To calculate the internal energy, a mean field approximation is used. In this approximation,
the composition of the environment of one particle is approximated by the averaged volume
fractions of the three components. Because of this assumption, each lattice site can be
considered separately. The internal energy of the total system is then given by the sum of
the energy of all lattice sites. Furthermore, we consider only nearest neighbor interactions.
The energy of a lattice site occupied by a particle of type i in the surrounding mean field
is E(1)

i,mix =
∑
j={A,B,R} εi,jζφj . The interaction energy of two adjacent particles i and j

is given by εij (see fig. 2.1). The parameter ζ is the coordination number and gives the
number of nearest neighbors on the chosen lattice. In the case of the simple cubic lattice,
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ζ = 6. In the mean field approach, the probability of finding a particle of type j in an
adjacent lattice site is equal to the average volume fraction of this component φj . With
this argument, the energy of the mixed state is given by Emix = ζ

2
∑
i,j={A,B,R} εijNiφj .

The energy of the pure state is Epure = ζ
2
∑
i={A,B,R} εiiNi. Now, we introduce a new

interaction parameter, the Flory-Huggins parameter, as

χij = βζ

2 (2εij − εii − εjj) . (2.3)

This Flory-Huggins interaction parameter χij can be interpreted as the energy change of
separating two adjacent particles of type i in an environment composed only of particles of
type j on the lattice. Using this parameter, the change of the internal energy of mixing is

βE = χARNAφR + χABNA (1− φA − φB) + χRBNR (1− φA − φR) . (2.4)

The homogeneous free energy density is simply calculated by f0 = FFH/(Nν) and has the
form

βνf0 =φA lnφA + φR lnφR + (1− φA − φR) ln(1− φA − φR)
+ χABφAφB + χARφAφR + χBRφBφR.

(2.5)

The choice of the lattice effects only the Flory-Huggins interaction parameter, because only
this includes the coordination number ζ of the lattice.

With this free energy of mixing we can calculate the equilibrium phase diagram of the
system using the convex hull method. This is an geometrical method constructing the
minimal convex free energy of the system. The idea is that the free energy has to be a
convex function. The coexisting phases can be obtained from the corresponding convex
hull. We sketch this method using a one dimensional free energy describing a binary liquid
system. A generic free energy of that system is plotted in fig. 2.3. It is the free energy of
the mixed systems. Now, we are asking for the coexisting phases, which are indicated by
the points (φa, f(φa)) and (φb, f(φb)). The condition of equal chemical potentials means,
that the slope of the free energy is equal at both points. The free energy density of the
phase separated system is αf(φa) + (1−α)f(φb), where α is the volume of phase a divided
by the total volume of the system. This condition is fulfilled, if both tangent lines are equal.
This is known as the common tangent rule ore Maxwell construction and is the special
case of the convex hull method for one dimensional free energies. For higher dimensions
we have to construct common tangent planes or common tangent hyperplanes to get the
minimal convex free energy [70].
An essential thermodynamic potential and also a tool for calculating the equilibrium phase
diagram of a system is the chemical potential µi of a component i. A common definition
of the chemical potential is the derivative of the free energy with respect to the particle
numbers µi = ∂NiF |T,V,Nj 6=i

. In general, the chemical potential can also be derived from
other thermodynamic potentials corresponding to a thermodynamic ensemble. In the
thermodynamic limit these definitions lead to the same property. When calculating the
chemical potential on a lattice we have to take care from which thermodynamic potential
it is derived. If we introduce the chemical potential as µi = ∂NiF |T,V,Nj 6=i

, we have to be
careful about the dependencies of the state variables V and Ni. It is not trivial to obtain
the chemical potentials from the free energy considering an incompressible lattice model.
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Figure 2.3 – The generic free energy density of a two component system is plotted as a
black line. With the common tangent (red line) we obtain the two coexisting phases of
composition φa and φb.

To define the chemical potential properly in this model, we can employ the Gibbs free
energy G. The Gibbs free energy is related to the free energy by Legendre transformation

G (T, P, {Ni}) = F + PV. (2.6)

All state variables of the thermodynamic potential G are independent for the lattice model
and we can define the chemical potential as

µi = ∂G

∂Ni

∣∣∣∣∣
T,P,Nj 6=i

. (2.7)

To explain the difference between eq. (2.7) and the definition of the chemical potential as
derivative of the free energy, we will stress the lattice model once more. If we use the free
energy, the chemical potential µi measures the energy difference of inserting or removing
one particle of type i to or from the lattice by keeping the temperature, the number of
the particles of other components and the total volume constant. Constant total volume
in the incompressible lattice model means also constant number of lattice sites. Such a
property is hard to interpret and very hard to calculate. One solution of this problem is to
define relative chemical potentials by defining which particle is removed from the lattice
if a particle of type i is inserted and which particle replaces a removed particle of type i
(mentioned in [142], see appendix A.1). If the Gibbs free energy is used to calculate the
chemical potential like in eq. (2.7), it measures the energy difference of adding or removing
a particle of type i by keeping the pressure, the temperature and the particle number of
the other components constant. In this ensemble, the volume can change and adding or
removing a particle can be done by changing the total number of lattice sites by one. In
terms of the Gibbs free energy density g = G/V and the volume fractions φi, the chemical
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potential of a component in an incompressible lattice model is

µi
ν

= g + ∂g

∂φi
−
M−1∑
k=1

φk
∂g

∂φk
, i < M (2.8)

µM
ν

= g −
M−1∑
k=1

φk
∂g

∂φk
. (2.9)

This form of the chemical potential can be calculated by using the chain rule ∂Ni =∑M−1
k=1 ∂Niφk∂φk

as well as the relations G = gV and V = ν
∑M
j=1Nj . The two cases in

eq. (2.8) take into account, that M components are present, but the composition can be
described sufficiently by M − 1 volume fractions. This chemical potential can be used
to compute the equilibrium phase behavior of the system. Two phases a and b coexist
in thermodynamic equilibrium if the respective chemical potentials are equal µai = µbi .
Here, we consider a system in which one or two phases can be present. If only these two
phases can be formed, we get M conditions from eq. (2.8). Compared to the 2M − 2
independent volume fractions, which are describing the composition of the two phases a
and b, we have M − 2 degrees of freedom. In the three component system, we can choose
one volume fraction arbitrarily and calculate the others using the condition on the chemical
potentials. In a binary system, the number of the degrees of freedom is zero, there is only
one composition of phase a and one composition of phase b (see fig. 2.3). This considerations
assume constant temperature and pressure. The number of degrees of freedom will change,
if more than two phases can form (see eq. (1.2)). The chemical potentials can be identified
as the slopes of the free energy density (compare fig. 2.3). Because of that the two discussed
approaches of constructing the equilibrium phase diagram, namely the convex hull method
and using the chemical potentials, are related.

2.2 Equilibrium Concentration Gradients in External Fields

In section 2.1 we discussed a ternary liquid system in thermodynamic equilibrium. This
system was homogeneous. Now, we will introduce inhomogenities to the system by
generating a non zero concentration gradient of one component. There are different
possibilities for maintaining such a gradient. The first possibility is the use of diffusion,
which will be discussed in section 2.3. The gradient is maintained by diffusion fluxes and
asymmetric boundary conditions. In that case, the system is no longer in thermodynamic
equilibrium because detailed balance is broken at the boundaries.
In this section, we discuss the maintaining of a regulator gradient in thermodynamic
equilibrium. To this end, we introduce an external potential UR(x), which effects only the
regulator directly. From now on, we call the component corresponding to the imposed
concentration gradient regulator. This name is inspired by the asymmetric cell division of
the C. elegans embryo described in section 1.3.2, where the protein gradient is essential for
regulating the phase separation spatially. The spatial coordinate x is normalized by the
system size L, it is x = x̂/L with the spatial coordinate x̂ in real units. The free energy
density including this external potential is

βνf (x, φA, φR) = βνf0 (φA, φR) + βUR (x)φR. (2.10)
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Figure 2.4 – External potential (black) and corresponding regulator distribution (grey) in
the Boltzmann limit. The regulator distribution is presented by plotting the probability
density of the regulator. The used parameter is s = 0.99.

This potential introduces a spatial dependence of the free energy density. Now, also the
volume fractions are functions of the spatial coordinate x, it is φi = φi(x). The derivation
of f0 (see appendix A.2.2) shows, that the external potential can simply be included in the
hamiltonian of the lattice model, so that eq. (2.10) can be derived directly. Now we can
choose a certain potential. In this thesis, for the major part of the discussion, a logarithmic
potential of the form

UR (x) = −kBT ln (1 + s (2x− 1)) (2.11)

is used. The parameter s determines the slope of the potential. The reason for this
choice of the external potential is to get an linear regulator profile in the dilute limit. In
the dilute limit, the profile can estimated using the Boltzmann relation φR,diluted/φ̄R =
exp(−βUR), with the average volume fraction of the regulator φ̄R. This gives the linear
profile φR,diluted = (2sx− s+ 1)φ̄R. At this point we should shortly discuss the limiting
cases of the parameter s. For s = 0 the potential vanishes. The cases s = −1 and s = 1
are the lower and upper limit of s. For s < −1, the argument of the logarithm becomes
negative for x close to 1. In the other case, for s > 1, the argument of the logarithm
becomes negative for x close to 0. These singularities vanish for −1 < s < 1 and the
potential is well defined. We choose the regulator gradient to be positive, so that we can
confine the parameter s in 0 ≤ s < 1. This can be done without loss of generality, because
a negative s would simply change the direction of the x-axis. The shape of the potential
and the corresponding regulator profile is shown in fig. 2.4.

2.3 Concentration Gradients Maintained by Nonequilibrium
Conditions

A regulator gradient can be established without the use of an external potential if a system
out of equilibrium is considered. In this section, we set UR to zero. Under non equilibrium
conditions, the gradient can be created by a diffusion process of the regulator, if the
respective boundary conditions are asymmetric. We assume, that the diffusion coefficient
of the regulator is independent of the spatial position and the volume fractions of the
components. This is valid, if the components are sufficiently diluted. That is the case
outside of the droplet. Assuming a constant diffusion coefficient, the steady state regulator
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profile is given by

∆φR = 0, (2.12)

where ∆ = ∂2
x + ∂2

y + ∂2
z is the Laplace operator. The solutions of this condition are linear

functions, the slopes and offsets are determined by the boundary conditions.
We will discuss three different boundary conditions, which can be used to create a linear
regulator profile. We begin with considering constant regulator flux and constant regulator
concentration boundary conditions. These are the standard examples for the diffusion
process. Then, we introduce a special case of a regulator flux boundary condition, where
the flux is dependent on the regulator concentrations at the system boundaries. We will
include this special type of boundary condition, because we will use it later in the Monte
Carlo simulations (see section 4.1.3). In the first case the volume fraction φR is fixed at
the boundaries. This is related to a constant chemical potential of the regulator at the
boundaries. In average this two approaches will lead to the same result, but we have to
be careful about the impact of fluctuations. If constant regulator concentration is used,
the chemical potential of the regulator at the boundaries will fluctuate. Vice versa, if the
chemical potential is chosen to be constant at the boundaries, the regulator concentration
fluctuates. In the second case, the regulator gradient at the boundaries ∂xφR is given. The
physical interpretation of this is a given regulator flux through the boundaries of the system.
Because we are working with conserved particle numbers, the fluxes and thus the slope of
the regulator profile have to be equal at x = 0 and x = 1. We can relate this boundary
condition to a gradient of the chemical potential of the regulator µR at the boundaries. This
relation is based on the definition of the particle flux jR = −ΓR∂xµR, with the mobility
of the regulator particles ΓR. At this point we are neglecting possible dependencies of
the regulator flux on the gradients of the other chemical potentials, assuming that the
Onsager-coefficients of the cross couplings are small compared to ΓR [125]. The mobility is
dependent on the volume fractions, but a priori this dependence is unknown. Considering
the Flory-Huggins free energy of mixing without an external potential eq. (2.5), we obtain
β∂xµR = 1/φR∂xφR for the gradient of the chemical potential if the regulator is diluted
(φR << 1). It is known from experiments that the diffusion coefficient is a constant
parameter for normal diffusion of diluted components [46]. To this end, the mobility
has to be proportional to φR within the Flory-Huggins model to obtain jR = −DR∂xφR.
Dependent on the employed representation the regulator flux is proportional to the gradient
of the chemical potential or the gradient of the volume fraction of the regulator. Again, we
have to be careful about the fluctuations. If a constant flux boundary condition is used,
the gradient of the volume fraction and the chemical potential fluctuates. Otherwise, for
a constant gradient of the volume fraction or chemical potential at the boundaries, the
regulator flux will fluctuate.
The last boundary condition that is shortly discussed in this section is also a type of
flux boundary conditions. Now, we introduce a regulator flux at the boundary which is
dependent on the local volume fraction of the regulator there. This regulator flux is not
constant, but if a steady state is reached, the flux of the regulator has to be equal at both
boundaries and constant. This boundary condition is related to the constant flux boundary
condition mentioned earlier if the steady state is considered. We will discuss this boundary
condition in detail in section 4.1.3 and the appendix B.4. Considering a microscopic model,
we can construct such a boundary condition by implementing an semipermeable wall for
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the regulator particles at x = 0 and a hard wall at x = 1. Each regulator particle which
leaves the system at x = 0 is immediately inserted at x = 1. Because the regulator particles
move by diffusion, it is more likely that a particle leaves the system, if the local volume
fraction at x = 0 is high. With this mechanism, both, the regulator flux and the volume
fraction gradient fluctuates. Also the volume fraction at the boundary shows fluctuations.
The advantage of this mechanism is to maintain a strictly conserved total particle number
on the microscopic level, which leads to a well defined canonical ensemble.

2.4 Gedankenexperiment on the Concentration Gradient in
a Phase Separating System

Now, that we have introduced a gradient of the regulator, we will discuss the phenomeno-
logical effects of this gradient on the phase separating system. A more detailed and
quantitative discussion of the inhomogeneous liquid system based on a Flory-Huggins type
of free energy will be introduced in chapter 3. Here, we use arguments that are related
to the model published in [98]. For the phenomenological gedankenexperiment, we start
with the phase diagram of the homogeneous three component liquid system. We consider
a two phase system, which means that two of the components segregate and the third
component mixes with both phases. The phase diagram is shown in fig. 2.5 and was built
using the convex hull method. 2 We choose φA and φR as the control parameters. The
solid black line indicates the binodal line. The binodal line separates the phase diagram
into two regions. In one region, the components A and B demix, in the other region a well
mixed phase is observed.
We can discuss a spatial coordinate in the phase diagram by considering the regulator
gradient. Because we consider a linear gradient, the simplest approach for the spatial
inhomogeneous system is to map the x-coordinate to the different values of φR(x). The
dark grey line shows a possible path in the phase diagram. We have to mention, that even
if we know the exact distribution of the regulator, we do not know the exact response of
the A material to this regulator gradient. That means that we know the x-parametrization
of the φR-axis but not of the φA-axis. Because of this, the exact path is not known. We
choose a simple straight line as a model path for the following phenomenological discussion.
The model of a straight line is a good approximation for the onset of the phase separation.
If the system is already separated, this approach will oversimplify the system. This is
plausible, because there has to be a jump or jump-like behavior of the A volume fraction
at the x-value of interface. Nevertheless, we will use this simple approach of a straight line
in this discussion, because it is sufficient to visualize some general principles and effects of
the inhomogeneous system. If we follow this path, we see that it lies in the mixed region
of the phase diagram for high x-values, which correspond to high φR (see fig. 2.4). At
a certain point x0 it crosses the binodal line and continues in the demixed region of the
phase diagram until it reaches x = 0. This simple example shows that the inhomogeneities
of the system lead to new features of the three component liquid system. In this case
the spatial distribution of the regulator results in a spatial controlled phase separation.
Like mentioned, this is a simple gedankenexperiment and does not give access to the real
distributions of the three components. Furthermore, the real effects can be much more

2We choose χAB = 4 and χAR = χBR = 1 to build this phase diagram.
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Figure 2.5 – Phase diagram of a three component liquid system. The solid black line
indicates the binodal line. The solid grey line indicates a path along the regulator gradient
parametrized by the spatial coordinate x. The exact values of φA are not known, that line
should be regarded as an model path to visualize spatial effects. Following this path, the
system is well mixed for high x, which corresponds to high φR. At a certain point x0 the
path crosses the binodal line and continues in the demixed region of the phase diagram.

complex as we will see in chapter 3 and chapter 4. In chapter 3 we will introduce the free
energy as a functional of the volume fractions φA and φR using the Flory-Huggins free
energy density. The minimization of this free energy gives access to the actual equilibrium
states of the mean-field model of the system. Furthermore, we will present Monte Carlo
simulations in chapter 4, which are applied to equilibrium systems and non-equilibrium
systems. To this end, we will employ the different ways of generating a regulator gradient,
namely the external potential method and diffusion method.
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3 Mean-Field Theory for the Spatial
Regulation of Phase Separation in
Equilibrium

In this chapter we will introduce a one-dimensional mean field model of the ternary liquid
system in equilibrium. The results of this approach reveal, that two steady states of
droplets are possible if a linear regulator distribution is maintained. The droplet can
either be localized at high regulator concentration or at low regulator concentration. The
transition between these two states is identified as a discontinuous phase transition.

3.1 Minimization of the Mean-Field Free Energy of the In-
homogeneous System

In this section, we describe an inhomogeneous liquid system of three components and
compute its equilibrium state. Therefore, we start with the Flory-Huggins free energy
density, which now has a spatial dependence [47, 75]

βνf(x) =φA lnφA + φR lnφR + (1− φA − φR) ln(1− φA − φR)
+ χABφAφB + χARφAφR + χBRφBφR

+ UR(x)φR + κA
2 (∂xφA)2 + κR

2 (∂xφR)2 + κ

2∂xφA∂xφR,

UR(x) =− ln (1 + s (2x− 1)) .

(3.1)

The used spatial coordinate x is scaled by the system size L with x = x̂/L, where x̂
is the not scaled Cartesian coordinate. The first line in eq. (3.1) contains the entropic
contributions to the free energy, which have a logarithmic form. The second line shows
bilinear terms, which are obtained from the binary particle interactions. In this mean
field model, the strength of this interaction is linearly dependent on the volume fractions
of both interacting components. The strength of the interactions between component i
and j are given by the Flory-Huggins interaction parameters χij . These contributions
were already introduced in section 2.1 (see eq. (2.3)). In the case of an inhomogeneous
system all volume fractions are fields φi = φi(x). Because we are interested in finding
the equilibrium states of the mean-field description, we use the external potential UR to
generate the regulator gradient. Here, we use the potential introduced in eq. (2.11) if no
other potential is explicitly defined. Now, we introduce also gradient terms in the spatial
dependent free energy density. The three gradient terms act as an energetic penalty for
large gradients. The dependency of the free energy on the gradient terms is obtained from
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the gradient expansion of the free energy [180, 168]. Because of symmetry arguments we
consider only even terms in this expansion. The expansion is truncated after the quadratic
term. The complete quadratic term is κ̃A/2(∂xφA)2 + κ̃B/2(∂xφB)2 + κ̃R/2(∂xφR)2 +
κ̃AB/2∂xφA∂xφB + κ̃AR/2∂xφA∂xφR + κ̃BR/2∂xφB∂xφR. Applying φB = 1− φA − φR to
the gradient terms leads to the gradient terms included in eq. (3.1). With respect to the
gradient expansion we are considering effective coefficient in this model. The constant
1/√κi can be identified as a characteristic length scale of the interface of a droplet of
component i. Eq. (3.1) can also be obtained by computing the continuum limit of the
introduced lattice model. This derivation is presented in [142] for a binary liquid system.
Based on this, the corresponding derivation for a three component system is presented in
appendix A.3. We will discuss the effect of the interfacial width and the choice of the κi
parameters in section 3.2.3.
The free energy of the bulk region of the system is given by the integral of the free energy
density over the system size 1

Fbulk[φA, φR] =
∫ 1

0
fdx. (3.2)

Furthermore, we consider particle conservation of all three types of particles. Because the
composition is described by only two independent numbers of particles (we choose NA and
NR), we can define two constraints on the corresponding volume fractions

φ̄i =
∫ 1

0
φidx, (3.3)

where φ̄i is the average volume fraction of component i. The index i can be either A or R.
This choice is arbitrary, every combination of two components can be chosen. This integral
gives exactly the average volume fraction because we chose the system size to be 1. The
constrained free energy is

F cons
bulk [φR, φA] =

∫ 1

0

(
f +

∑
i

λi
(
φi − φ̄i

))
dx, (3.4)

with each Lagrange multiplier λi corresponding to the respective constrain on φi.
At the boundaries, we introduce a short ranged potential Wi(x). This potential controls
the wetting behavior of component i and is determined by the interaction between the
particles of component i ant the wall particles. We choose that the wall at x = 0 and x = 1
is of the same type. The wall potential can be written as

Wi = wi (φi(0) + φi(1)) . (3.5)

The parameters wi are effective interaction parameters of A- and R-particles with the wall.
They are related to the molecular interaction strength ŵi of a particle with the wall by
wi = ŵi − ŵB. The origin of these effective parameters is again the dependence of the
volume fractions 1 = φA + φB + φR. We consider the case of equal interactions at both
walls, so that it is sufficient to use one interaction parameter wi for each of the independent
fields to describe the boundaries. A negative wi means, that the wall is attractive to
component i, in this case wetting at the boundary is expected. A positive wi corresponds

1Here, the bulk region of the system means the system without the boundaries.
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to a repulsive wall interaction regarding component i and we expect weaker wetting at
the boundary. The total free energy of the system is the sum of the constrained bulk free
energy eq. (3.4) and the boundary interactions eq. (3.5)

F [φA, φR] = F cons
bulk +

∑
i=A,R

Wi. (3.6)

At this point, we neglect constant contributions, which appear because of the use of the
effective wall interactions wi. This constant offset has no influence on the physics of the
system.
To obtain the equilibrium states, the total free energy eq. (3.6) is minimized. To this end,
we compute the first functional derivatives of the free energy functional with respect to the
independent volume fraction fields φA and φR. The equilibrium states are stationary points
of the free energy functional. As a necessary condition, the first functional derivatives have
to vanish. 2

0 =δφi
F [φA, φR]

=
∫ 1

0

(
∂f0
∂φi

+ URδiR + λi

)
δφidx

+ wi (δ φi|x=0 + δ φi|x=1) +
∫ 1

0

(
κi∂xφi + κ

2∂xφj
)
δ(∂xφi)dx

=
∫ 1

0

(
∂f0
∂φi

+ URδiR + λi − κi∂2
xφi −

κ

2∂
2
xφj

)
δφidx

+
(
wi + κi∂x φi|x=1 + κ

2∂x φj |x=1

)
δ φi|x=1

+
(
wi − κi∂x φi|x=0 −

κ

2∂x φj |x=0

)
δ φi|x=0 .

(3.7)

The term f0 is the free energy density without the external potential and the gradient
terms. It has the same form as f0 introduced in section 2.1 as the homogeneous free energy
density (see eq. (2.5)). The difference is that the volume fractions have to be interpreted
as volume fraction fields, here. The last two lines of eq. (3.7) are the result of the partial
integration of the functional derivative. Because there are two independent volume fraction
fields, we have to minimize the free energy functional with respect to these two arguments.
We get two first functional derivatives, which is indicated by the index i, that can be either
A or R. The index j is the corresponding component R or A. The variation of the fields
δφi occurs in the integral kernel and the boundary term as a factor. Because the variation
δφi is of arbitrary value, the functional derivatives only vanish if both brackets, the bracket
in the integral kernel and in the boundary terms, are zero. 3 With this argument, we get
the Euler-Lagrange equations from the integral kernel and the boundary conditions of the
system from the boundary term. Considering i = A,R the two Euler-Lagrange equations
are

0 = ∂f0
∂φi

+ URδiR + λi − κi∂2
xφi −

κ

2∂
2
xφj . (3.8)

2Besides the minima, this condition also accounts for maxima and saddle points.
3The characterization as arbitrary is slightly sloppy at this point, because δφi has to be consistent with

the constraints eq. (3.3).
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The solutions also have to solve the four boundary conditions

0 = wi − κi∂x φi|x=0 −
κ

2∂x φj |x=0

0 = wi + κi∂x φi|x=1 + κ

2∂x φj |x=1 .
(3.9)

These type of boundary conditions, which are directly derived from the minimization
condition considering an arbitrary variation δφi are called the natural boundary conditions
of the problem [55]. 4 If we are neglecting the cross term κ for a moment, a closer look at
the boundary conditions shows that for an attractive wi < 0, the gradient of the field φi has
to be negative at x = 0, because κi is always positive. 5 This leads to a local accumulation
of component i near the left boundary. This is referred to as a wetting boundary condition.
The term non wetting boundary condition is used for wi > 0. In our studies, we will always
use wi = 0. The equilibrium density profiles of the components A and R are the solutions
of the second order boundary value problem eqs. (3.8, 3.9).
The system of differential equations can be diagonalized to separate the second derivatives
of the volume fraction fields. This procedure also helps the numerical treatment. To sketch
the diagonalization, we use the matrix form of this system of equations.

M~φ
′′ = ~h[

κA
κ
2

κ
2 κR

] [
∂2
xφA
∂2
xφR

]
=
[

∂f0
∂φA

+ λA
∂f0
∂φR

+ UR + λR

]
~φ

′′ = M−1~h,

with M−1 = 1
detM

[
κR −κ

2
−κ

2 κA

]
(3.10)

The matrix M−1 is the inverse matrix to the coefficient matrix M , the product M−1M

gives the2 × 2 unit matrix. In appendix A.4, we show how this system of differential
equations can be reformulated as a first order boundary value problem. The first order
problem will be used for the numerical solution.

3.2 Results of the Mean-Field Calculation

3.2.1 Defining an Order Parameter to Characterize the Correlation of
Volume Fraction Fields

Most of the numerical studies in this thesis investigate the influence of the Flory-Huggins
interaction parameters. The Flory-Huggins interaction parameters are considered as the
control parameters of our studies. For each of this interaction parameter, we define an
order parameter as the derivative of the total free energy of the system with respect to a

4If we have information about the variation δφi at the boundary, δφi can vanish there. In that case, we
obtain the essential boundary conditions from this information and the brackets are arbitrary. In section 3.3
a periodic external potential is used and essential boundary conditions are obtained.

5The parameters κA and κR have to be positive as a necessary condition for the existence of stable
solutions [55].
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control parameter.

ρij = 1
Nij

∂ (F − Fhom)
∂χij

. (3.11)

Here, we subtract the free energy of a corresponding homogeneous reference system
Fhom = F (φ̄A, φ̄R). The homogeneous reference system has the same average volume
fractions as the inhomogeneous system. This subtraction causes a constant shift to the
order parameter, but does not influence the physics in any sense. We include the shift so that
the order parameter can be negative or positive. The parameter Nij is the normalization
of the corresponding order parameter. This normalization will be discussed in detail in
appendix A.5. This procedure defines three order parameters corresponding to the three
Flory-Huggins parameters of this model (see eq. (3.1)). By applying the definition of
the order parameter eq. (3.11) to the free energy eq. (3.6), the order parameter can be
computed using the equilibrium profiles of the respective components

ρij = 1
Nij

∫ 1

0

(
φiφj − φ̄iφ̄j

)
dx. (3.12)

The obtained structure is similar to the structure of the covariance used in mathematical
statistics. Stressing this similarity, the averages of the volume fractions or products of
volume fractions in eq. (3.12) correspond to the average of the random variables and
product of random variables in the definition of the covariance [135]. 6 Constructing this
form is also one reason for including the homogeneous free energy Fhom in the definition
of the order parameter eq. (3.11). Motivated by this similarity to the covariance, we can
define three classes of states, depending on the sign of the order parameter. A negative
order parameter ρij describes an anti-correlation between the distributions of the two
components i and j. In this case, we find high concentrations of i in regions, where the
concentration of j is low. In the same way, we can interpret positive order parameters
as a correlation between the respective distributions. In that case, the concentration of
component i and j are high or low in the same regions. The narrow case of a vanishing
order parameter indicates a not correlated system.
The absolute value of the not normalized order parameter is mainly influenced by the
average volume fractions of the components. To change this, the normalization of the
order parameter is introduced. From the field of mathematical statistics we know, that a
covariance can be normalized by the variances. This method cause not beneficial behavior
of the order parameter for our studies. The classical correlation factor, which is defined as
the covariance normalized by the variances, are +1 or −1 if one random variable is linearly
dependent on the other. If we would use this method for the volume fractions in the
liquid system, we would observe, that the order parameter is +1 or −1, if the components
are mixed, because in that case there is no jump of the volume fractions involved and
the volume fractions are approximately linearly dependent on each other. Because we
are particularly interested in the droplet states, we introduce a normalization that focus
on these phase separated states rather than the mixed states. We call a state a droplet
state, if the system separates into a A-rich phase and a B-rich phase. To to focus on the
droplet states we use the maximum variance of the distributions instead of the variance.
This maximum variance corresponds to a phase separated state. Because the maximum

6Given the random variables X and Y , the covariance is defined as Cov(X,Y ) = 〈(X − 〈X〉) (Y − 〈Y 〉)〉.
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variances are always higher than the respective actual variances the order parameter is still
confined between −1 and +1. The volume fraction profiles of the reference state of maximal
or minimal order parameter are step functions. Each component can jump independently
from 0 to 1. The position of the jump is determined by the respective average volume
fraction. Obviously, this is not possible in the physical system because of the constraints
on the volume fractions, but constructs the system with the strongest separation as the
reference system for the normalized order parameter. The detailed calculation of the
maximal variance is shown in appendix A.5. The obtained normalization is

Nij =
√
φ̄i
(
1− φ̄i

)
φ̄j
(
1− φ̄j

)
. (3.13)

Now, if the order parameters of two configurations are compared, the configuration with
the higher absolute value of the order parameter is more similar to a step-like distribution.
Because of this property of the introduced order parameter, the parameter can be used to
highlight the correlated or anti-correlated droplet states, which would not be possible with
the conventional normalization using the variance.

3.2.2 Classification of the Observed Steady States

In this section, we give a short overview about possible equilibrium states of the ternary
liquid system. We will also introduce a classification of the equilibrium states. The first
criterion of classification is if the system is phase separated in an A-rich phase and an
A-depleted phase or if it is well mixed. Now, we have to consider that the system is
spatial inhomogeneous by construction. A major difference compared to the discussion
in section 2.1 is that an external potential is present and influences the distribution of
the regulator directly. Because of the inhomogeneous distribution of the regulator, the
A-material is also not homogeneously distributed in the most cases. In general, three
coexisting phases are possible in a ternary liquid system. In this thesis we consider only
states with two coexisting phases or mixed states. This can be achieved by the choice
of the values of the interaction parameters. Considering only two coexisting phases also
means that one of the components has no tendency to separate into a separate phase. Here
we choose the regulator to be mixed with all the other components.
The second criterion of classification is the correlation between the different volume fraction
profiles. Here, we call a configuration correlated, if the volume fraction fields of the
regulator and component A are correlated like sketched in fig. 3.1 (top left). The order
parameter ρAR is positive in that case. For an anti-correlated configuration, the order
parameter ρAR is negative, and the volume fraction fields of the regulator and component
A are anti-correlated. Such a state is sketched in fig. 3.1 (top right).
The different combinations of the introduced classification criteria is shown in fig. 3.1. This
classification covers all types of steady states we will find in the mean field model. Even
though this classification is introduced for the equilibrium states, we will later see, that it
can be also applied to the non equilibrium system.
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Figure 3.1 – Possible equilibrium states for a three component system, which can separate
into two phases: (top left) correlated two phase state, (top right) anti-correlated two phase
state, (bottom left) correlated one phase state, (bottom right) anti-correlated one phase
state.

3.2.3 Influence of the Interfacial Width

The thickness of the interface is influenced by the interaction parameters and the κi-
parameters. In this chapter, we discuss the choice of the values of κi.
We start with discussing κA, which is the parameter corresponding to the separating
component. We will consider κA as a constant parameter independent of the values
of interaction parameters. This follows the logic of the gradient expansion of the free
energy. If the gradient terms are obtained from the continuum limit of the lattice model
presented in [142], it is also possible to derive a relation between the κi parameters
and the Flory-Huggins parameters. For the κ-parameters, the relations κi = χiB/a and
κ = (χAR − χAB − χRB) /a are obtained. The parameter a is the lattice constant. A more
detailed derivation of these relations is presented in appendix A.3. This relation can not
be applied, if negative Flory-Huggins parameters are considered. The conditions κA > 0
and κR > 0 are necessary to find local minima of the free energy functional eq. 3.6 [55].
Because we will consider negative χBR, which would lead to negative κR, this relation
can not be used for at least κR. To be consistent, we decided to use only constant κi in
our model. 7 This choice has only a very minor effect on the presented results. Both
models lead to a very similar interfacial width (not shown). Based on this result, the choice
between these two models should not have a significant effect on the resulting profiles.
The second interfacial parameter we discuss is κR. We choose a constant positive value
for this parameter. In general, we choose κR to be of the same order of magnitude as
κA, so that they would establish similar interfacial width in the case of phase separation.

7The problem of negative Flory-Huggins parameters is not discussed in [142] because Safran considers only
a binary system. For binary systems phase separation occurs only for positive Flory-Huggins parameters.
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Because we are only considering systems in which the regulator does not segregate, an
interface between regulator and solvent material would only be observed if there is a strong
accumulation or depletion of regulator material inside the droplet. The value of κR has a
major effect on two features of the regulator profile considering small interactions between
the regulator and the droplet material. It influences the characteristic length scale of a
transition region near the boundary. This transition region is the region of the volume
fraction profile where the bulk behavior of the profile and the behavior induced by the
boundary conditions compete. The regulator distribution in the bulk is governed by the
external potential. At the boundaries, the regulator profile has a certain slope, which is
determined by the boundary conditions and independent of the external potential. The
transition between these limits occurs in the transition region. If very small κR are chosen,
like in our studies, that region is very small compared to the system size L. Our solutions
show a transition regions smaller than L/100. If large values of κR are chosen, the boundary
conditions cause a significant nonlinear contribution to the regulator profile in the bulk
due to the extension of the transition region.
All three κ-parameters influence the peak of the regulator profile at the droplet interface.
The peak is also visible in the top row of fig. 3.1. 8 Here, we characterize the peak by its
area, which is a measure for the amount of regulator material stored in the peak, and the
peak height, which can be identified as the regulator concentration at the droplet interface.
The peak area becomes zero if the κ-parameters are zero. Interestingly, even if the peak
area vanishes, a quasi constant peak height is observed. The behavior of the peak area is
majorly governed by controlling the size of the droplet interface.
In the previous discussion, we considered weak interactions between the droplet material
and the regulator. If we consider strong interactions, the characteristic length of the
droplet interface is still given by κA, because A is the segregating material. Furthermore,
the regulator accumulates inside the droplet in the case attractive interactions or outside
the droplet in the case repulsive interactions. Considering the regulator profile, there
exists an interface between high concentrated regulator region and a low concentrated
regulator region. For small κR in the order of κA, this interface matches with the droplet
interface, which is favored in this model, because the interfacial width should be given by
the properties of the phase separating material. High κR would introduce a significantly
different additional characteristic length, which can have influence on the droplet interface.
The last interfacial parameter we discuss is the parameter of the cross term κ. In general,
this parameter causes similar effects as κR to the regulator profile. Furthermore, this term
influences the profiles at the boundary of the system, because it appears in the boundary
conditions on φR and φA (see eq. (3.9)). Here, we will consider values of κ, which are equal
to the value of κR, which leads to comparable characteristic length. The parameter κ has
only very minor effects on quantitative and qualitative studies considered in this thesis.
This justifies the arbitrary choice of κ.

3.2.4 Transition of Equilibrium Solutions

In this subsection, we present the main results of the numerical studies about the transition
between the correlated and the anti-correlated configuration. A system is called correlated,
if the order parameter ρAR is positive and it is called anti-correlated, if this order parameter

8The behavior and the origin of this peak is discussed in more detail in appendix A.7.
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is negative. This definition is very general and can be applied on systems which are in
the mixed state or in the demixed state. Nevertheless, we will start our investigation
considering a system in the demixed region of the phase diagram. After discussing this case,
we will comment on systems in the mixed state. We choose χBR as the control parameter in
the presented studies. The choice between χBR or χAR as a control parameter is arbitrary.
The interaction parameter χAB determines if the system is mixed or demixed. We solved
the Euler-Lagrange equations eq. 3.8 numerically for different values of χBR. For each
value of this parameter, we find two coexisting solutions, a stable and a metastable one.
Here, we call one branch metastable, because we expect a metastable branch in the case
of a discontinuous phase transition. However, we did not compute or discuss the second
variation of this problem and thus we are not sure of the size of the metastable region. It
can even be that the metastable regions shrinks to one point, the transition point, and the
remaining part of that branch is not stable. 9 Technically, we use two initial guess for the
solver, one guess corresponds to a correlated droplet, one to a anti-correlated droplet. For
each guess the numerical solver gives the respective correlated or anti-correlated solution
(see fig. 3.1) if such a solution exists. Then, the control parameter is changed by a small
value and the corresponding numerical solutions for the new control parameter is computed.
The previous solution for the old control parameter is always used iteratively as the initial
guess for the numeric solver. We use Matlab’s inbuilt solver bvp4c, which is a finite
difference method using a collocation formula [87]. For each solution, we can calculate
the free energy using the functional eq. (3.2). The free energies of the correlated and
the anti-correlated branch are plotted in fig. 3.2. The state with the lowest free energy
corresponds to the equilibrium solution at the respective χBR-value.
The stability changes dependent on χBR. For low χBR, the anti-correlated state is stable,
for high χBR the correlated state. If we follow the lowest free energy solution, which we
have already introduced as the equilibrium solution, we observe a kink of the free energy
at the point, where the two branches of the free energy intersect. This kink indicates
a first order phase transition between the anti-correlated and the correlated state. The
metastable solutions, which are plotted as dashed lines in fig. 3.2, indicate an extended
hysteresis loop. We propose a very large hysteresis loop, because we were not able to find
the points, where the metastable solutions stop to exist. A more detailed discussion of this
hysteresis is presented in appendix A.8. We were not able to find the unstable solution,
which would be the transition state of this phase transition. The knowledge of it is needed
to complete the Gibbs loop.
Using eq. (3.13/), we calculate the order parameters ρij for each solution in dependence of
the control parameter. The calculated order parameters are obtained from the same data
as the free energy. The order parameters are plotted in fig. 3.3. At first, we shortly discuss
ρBR. This parameter is proportional to the derivative of the free energy plotted in fig. 3.2
with respect to the control parameter χBR (see eq. (3.12)). The two plotted lines are the
order parameter of the anti-correlated solution and of the correlated solution. In this thesis
correlation and anti-correlation is defined with respect to the fields of the droplet material
A and the regulator R. This definition implies, that the order parameter ρBR is negative
for the correlated solution and positive for the anti-correlated solution. If we follow the

9Nevertheless, we can exclude the existence of local maxima, because the system fulfills Laplace’s
necessary condition κi > 0 for finding minima or saddle points [55]. We also did preliminary dynamic
studies of this system employing a Cahn-Hilliard model. Their results (not shown) are consistent with the
interpretation that the branch of higher free energy corresponds to a metastable solution.
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Figure 3.2 – This plot shows the free energy branches F r of the correlated (blue) and
F l of the anti-coorelated (red) solutions. Solid lines indicate stable solutions, dashed
lines indicate metastable solutions. The intersection of the two free energy curves, which
is equivalent to a kink in the free energy of the stable solution indicates a first order
phase transition. The chosen parameters are χAB = 4, χAR = 1, φ̄A = 0.5, φ̄R = 0.02,
κR/L

2 = 7.63 · 10−5, κA/L2 = 6.10 · 10−5, κ/L2 = 6.10 · 10−5 and Ls = 0.99. 10

path of lowest free energy, we observe a jump of the order parameter at the same point
as we observed the kink of the lowest free energy. We call this point the transition point
χ∗BR. This result is the expected behavior for a first order phase transition and consistent
with the previously presented result of the behavior of the free energy considering the
definition of the order parameter eq. (3.12). Because of this relation the results of the
order parameter study and the free energy study are not independent. The two studies
can be considered as two alternative representations of the discontinuous phase transition.
The order parameter ρAR shows a similar behavior as the the order parameter ρBR. It
also shows a jump at the transition point from negative values for the anti-correlated
region to positive values for the correlated region. In the case φ̄A = 0.5 shown in fig. 3.3,
it behaves approximately like the negative of the order parameter ρBR. The remaining
order parameter ρAB behaves differently. The branch of the equilibrium value of this order
parameter has a kink at the transition point. We observe the kink of this order parameter
only for the limit case φ̄A = 0.5. This behavior is caused by the symmetry of this case.
In general, this order parameter also shows a jump at the transition point, but this jump
does not lead to a different sign of the order parameter and is significantly smaller than
the jump of ρAR or ρBR.
To discuss the relations between the order parameters, we take a closer look on the not nor-
malized form of the order parameters Nijρij . The property Nij is the previously introduced
normalization of the normalized order parameter ρij (see eq. (3.13) and appendix A.5).
The not normalized order parameters are connected by the relations

NBRρBR = −NARρAR −NRRρRR (3.14)
NABρAB = −NARρAR −NAAρAA. (3.15)

The parameters ρii are proportional to the variance of the respective volume fraction field
φi(x) and thus always positive. Fig. 3.4 shows these two relations for a numeric example. In
the case of a diluted regulator, as considered in this thesis, the parameter ρRR is very small.
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Figure 3.3 – (a) Jump of the order parameter ρBR. Here, only the branches of the stable
anti-correlated or correlated solution are plotted. The Jump is at the same point as
the observed kink of the free energy. (b) Jump of the order parameter ρAR. This order
parameter is in good approximation the negative of ρBR. For better visualization of this
similarities, we used the same vertical black line as in (a) to compare the jump. (c)
Behavior of the order parameter ρAB. Because of the symmetry of the case φ̄A = 0.5,
this order parameter shows a kink at the transition point. In the general case, also this
order parameter shows a jump. The chosen parameters are χAB = 4, χAR = 1, φ̄A = 0.5,
φ̄R = 0.02, κR/L2 = 7.63 · 10−5, κA/L2 = 6.10 · 10−5, κ/L2 = 6.10 · 10−5 and Ls = 0.99.

Furthermore, this contribution does not change very much between the anti-correlated
solution and the correlated solution near the transition point, because there the regulator
distribution is linear in very good approximation and the effect of the A-profile on the
regulator distribution is small. This leads to a minor contribution of the parameter ρRR
to the order parameter ρBR and the behavior of ρBR is mainly determined by the order
parameter ρAR. If we consider the relation of order parameter ρAB, the parameter ρAA
can not be neglected. The variance is large for the phase separating component A. The
contribution ρAA is also different for the correlated and the anti-correlated state. In general,
the value of the parameters ρAR and ρAA determine the jump of the order parameter ρAB.
In case of φ̄A = 0.5 they can combine to zero and a kink of the order parameter is observed
because of the symmetry of the system. If the system is not close to the symmetric case
φ̄A = 0.5, the jumps of ρAA and ρAR are of different height, which results in a jump of the
order parameter ρAB.

3.2.5 Phase Diagram of the Mean-Field Model

Based on our finding of a first order phase transition between the correlated and the anti-
correlated state, we are motivated to build phase diagrams of the inhomogeneous system.
We consider two dimensional cuts through the high dimensional phase diagram considering
the interaction parameters χBR and χAB for chosen values of the average volume fraction
φ̄A. The remaining parameters are kept constant for all phase diagrams. Because both
parameters χBR and χAR can control the phase transition between the correlated and the
anti-correlated state, the choice between them is arbitrary. The interaction parameter
χAB is selected to include the transition between phase separation and mixing of the
components A and B in the phase diagram. The cuts on the φ̄A-axis are shown for
φ̄A = 0.1, 0.5, 0.9. The phase diagrams are plotted for the three different average volume
fraction in fig. 3.5. The observed phases are the mixed state, the correlated demixed state
and the anti-correlated demixed state. The solid dark-grey lines are the transition lines
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Figure 3.4 – Order parameters and contributions of the order parameters for the correlated
state (blue) and the anti-correlated state (red). (a) Plot of the not normalized ρBR, ρAR and
ρRR. The variance of the R-field is negligible in comparison to the other two parameters,
so that NBRρBR ≈ −NARρAR. (b) Plot of the not normalized ρAR, ρAB and ρAA. The
parameters ρBR and ρAA have the same absolute value of the jump height at the transition
point, but differ in sign. That leads to the cancellation of the jump and the kink of the
order parameter ρAB at the transition point. The chosen parameters are χAB = 4, χAR = 1,
φ̄A = 0.5, φ̄R = 0.02, κR/L2 = 7.63 · 10−5, κA/L2 = 6.10 · 10−5, κ/L2 = 6.10 · 10−5 and
Ls = 0.99.

between the different regions and correspond to a first order phase transition. Here, the
transition lines are defined by the existence of a kink of the free energy of the system at the
respective value of the control parameter. Technically, this is equivalent to a maximum of
the second derivative of the minimum free energy. To calculate the transition lines between
the correlated and the anti-correlated states, we used the data and method presented in
the previous section 3.2.4. The transition lines between the mixed states and the droplet
states are obtained by calculating the free energy F (χAB) at constant χBR and identifying
the point of maximum second derivative of this free energy. If a kink of the free is observed
this definition is identical to finding the kink of the free energy. If the kink is smoothed out
in the numeric result like in the case φ̄A = 0.5, this definition can identify an approximate
transition line. The color code in the phase diagrams represents the value of the order
parameter ρBR and indicates the correlated and the anti-correlated solutions.
The phase diagrams presented in fig. 3.5 show a clear trend. In the case of φ̄A = 0.5
the transition lines are degenerated to straight lines. This can be explained, because the
average volume fraction of component A is very similar to the critical volume fraction
of A of this system. In a two component system, this critical volume fraction would be
exactly 0.5. With the included regulator this value is slightly shifted but still very close
to 0.5, because of the strong dilution of the regulator. Close to this volume fraction, we
observed a continuous transition from the mixed state to the separated state and vice versa
in the numeric results. The transition line is determined by the maximum slope of the free
energy curve interpreting the continuous free energy curve as a kink that is numerically
smoothed out. This transition line is close to 2, which is consistent with the mean field
theory for binary systems, in which the critical Flory-Huggins parameter is exactly 2. The
corresponding transition lines for φ̄A = 0.1 and φ̄A = 0.9 are at higher values as expected
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Figure 3.5 – (a) Phase diagram in the χBR-χAB-plane for φ̄A = 0.1. The color code
represents the value of the order parameter ρBR. In this case the transition line between
the correlated and the anti-correlated region is bent to the left. (b) Phase diagram for
φ̄A = 0.5. Here, the regions of correlated and anti-correlated states are separated by a
vertical transition line. We did not observe a kink in the free energy moving from the
demixed region to the mixed region at constant χBR because of the quasi critical setting.
We used the maximum second derivative of the minimum free energy as approximate
transition line. (c) Phase diagram for φ̄A = 0.9. The transition line between the correlated
and the anti-correlated region is bent to the right. The black circle indicates the position
of the triple point of the phase diagram. The chosen parameters are χAR = 1, φ̄R = 0.02,
κR/L

2 = 7.63 · 10−5, κA/L2 = 6.10 · 10−5, κ/L2 = 6.10 · 10−5 and Ls = 0.99.

and also comparable with the mean field results for the two component system.
Now, we discuss the transition lines separating the correlated and the anti-correlated states.
These states are a new feature of the ternary phase diagram and caused by the imposed
regulator gradient. The existence of a regulator gradient seems sufficient to observe this
phase transition. To stress this point, we have also investigated a system in which the
regulator gradient is introduced as a fixed function and no explicit external potential is
included. The results obtained from this ensemble are very similar to the system where the
regulator gradient is maintained by an external potential (see appendix A.9). Furthermore,
the strength of the external potential and thus the regulator gradient has no influence
on the observed transition point, it effects only the order parameter difference between
the coexisting states (see appendix A.6). These are strong hints, that the existence of
the inhomogeneous regulator gradient is sufficient to trigger the correlated-anti-correlated
phase transition. 11

Fig. 3.5 shows, that this transition line is a vertical line close to χ∗BR = χAR in the case
φ̄A = 0.5. For φ̄A = 0.1 it is bent to smaller χBR and for φ̄A = 0.9 it is bent to higher χBR.
Our explanation of this behavior is that for φ̄A < (1− φ̄R)/2 component B has stronger
influence, so that a smaller χBR is needed to trigger the transition between the correlated
and the anti-correlated state. Otherwise, for φ̄A > (1− φ̄R)/2 component A has stronger
influence and a higher χBR is needed. The case φ̄A = 0.5 is very close to φ̄A = (1− φ̄R)/2
because of the diluted regulator and shows a straight transition line.
The black dots in fig. 3.5 show triple points in the phase diagram. We define a triple point
as the intersection point of two transition lines. There, all three equilibrium states have
the same total free energy and coexist. The triple points move through the phase space
when φ̄A is changed. The trajectory of this movement is shown in fig. 3.6. The movement

11Beyond the equilibrium scenario, we find a consistent positioning of droplets in computer simulations
of a non-equilibrium system (see section 4.4.)
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Figure 3.6 – Triple points in the χBR-χAB-plane for different φ̄A. The movement of the
triple point is determined by the movement of the binodal line between the phase separated
state and the mixed states and the bending of the binodal line between correlated and
anti-correlated states. The chosen parameters are χAR = 1, φ̄R = 0.02, κR/L2 = 7.63 ·10−5,
κA/L

2 = 6.10 · 10−5, κ/L2 = 6.10 · 10−5 and Ls = 0.99.

is a result of the shift of the transition line between mixed states and droplet states and
the different bending of the transition line dividing correlated and anti-correlated states.

3.3 Droplet in an Periodic Regulator Distribution

At this point, the origin of the metastable states is still unclear. Because all presented
stationary solutions are at the boundary of the system, it is possible that these states are
stabilized by the free energy effort needed to create a second interface of the droplet phase.
In that scenario, the presented discontinuous phase transition between correlated and
anti-correlated states would be closely related to wetting transitions [142, 12]. To this end,
we will investigate a liquid system without walls. Such a system is modeled by introducing
a periodic external potential. Here, we choose a sinusoidal shape of the external potential

UR(x) = − ln (1−A sin (2π (x− ω))) (3.16)

The amplitude A influences the gradient of the regulator profile by determining the
vertical distance between the minimum and the maximum of the regulator distribution.
The potential is chosen in this logarithmic form, because a sinusoidal distribution of the
regulator is obtained in the limit of diluted regulator. With this potential it is possible to
identify correlated states, in which the droplet is located at the maximum of the regulator
distribution, and anti-correlated droplet states, where the droplet is placed at the minimum
of the regulator distribution.
In the case of a periodic system, periodic boundary conditions for the volume fraction fields
φA and φR have to be fulfilled. These are essential boundary conditions of the boundary
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Figure 3.7 – Profiles of the regulator (red) and component A (blue). (a) In the correlated
state, the droplet is placed at the maximum of the regulator profile. (b) In the anti-
correlated state, the droplet is placed at the minimum of the regulator profile. The chosen
parameters are χAB = 4, χAR = 1, χBR = 1, φ̄A = 0.1, φ̄R = 0.02, κR/L2 = 7.63 · 10−5,
κA/L

2 = 6.10 · 10−5, κ/L2 = 6.10 · 10−5 and A = 0.5.

value problem. The fields should be continuous and differentiable

0 = φi|x=0 − φi|x=1 ,

0 = ∂xφi|x=0 − ∂xφi|x=1 .
(3.17)

With the essential boundary conditions, the boundary terms in eq. (3.7) vanish automatically.
The Euler-Lagrange equations do not change, we solve eq. (3.8) with the adapted boundary
conditions. Two typical profiles of these states are shown in fig. 3.7.
The total free energy and the order parameters of the system can be computed using the
numerically obtained profiles. One exemplary result for the total free energy and the order
parameter ρBR is shown in fig. 3.8.
In the periodic scenario, we do also observe the kink of the free energy and the jump of
the order parameter. This indicates, that the discontinuous phase transition is also present
in absence of walls. That means, that the phase transition between the correlated and the
anti-correlated states is an intrinsic feature of the spatial inhomogeneous system and is not
caused by a wetting mechanism at the system boundaries.
We can built phase diagrams of the system in the same way as we did in subsection 3.2.5
for the not periodic case. The phase diagrams are shown in fig. 3.9.
The phase diagrams look very similar to the corresponding phase diagrams of systems with
linear regulator distribution. It is very likely that the major part or the small quantitative
differences is simply caused by the different shape of the regulator profile.
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Figure 3.8 – (a) Free energy of the correlated solution (blue) and the anti-correlated solution
(red). The branch of the equilibrium solution is shown by a solid line, the metastable
solution is indicated by a dashed line. The kink of the free energy of the equilibrium branch
indicates a discontinuous phase transition. (b) Order parameter ρBR of the correlated
solution (blue) and the anti-correlated solution (red). The jump of the order parameter
at the transition point is also an indication for a discontinuous phase transition. The
chosen parameters are χAB = 4, χAR = 1, φ̄A = 0.5, φ̄R = 0.02, κR/L2 = 7.63 · 10−5,
κA/L

2 = 6.10 · 10−5, κ/L2 = 6.10 · 10−5 and A = 0.5.

χ
A
B

χBR

φ̄A = 0.1

2

3

4

−2 0 2
−0.1

0

0.1
(a)

M

AC C

χ
A
B

χBR

φ̄A = 0.5

1

2

3

4

−2 0 2
−0.1

0

0.1
(b)

M

AC C

χ
A
B

χBR

φ̄A = 0.9

2

3

4

−2 0 2
−0.1

0

0.1
(c)

M

AC C

Figure 3.9 – The phase diagram of the ternary liquid system in a periodic external potential
UR includes the regions of a well mixed system (M), a correlated droplet (C) and a anti-
correlated droplet (AC). The dark grey lines show the transition lines of discontinuous
phase transitions. The color map indicates the value of the order parameter ρBR. (a) Phase
diagram for φ̄A = 0.1. (b) Phase diagram for the quasi critical volume fraction φ̄A = 0.5.
The transition line between the mixed and the demixed regions is calculated approximately
by using the maximum of the second darivative of the minimum free energy as indication of
the transition point. (c) Phase diagram for φ̄A = 0.9. The chosen parameters are χAR = 1,
φ̄R = 0.02, κR/L2 = 7.63 · 10−5, κA/L2 = 6.10 · 10−5, κ/L2 = 6.10 · 10−5 and A = 0.5.
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Figure 3.10 – Ansatz of the volume fraction profiles for the analytic model. The ansatzes
are shown as a dashed line, the colored solid lines are the volume fraction profiles obtained
by solving the Euler-Lagrange equation eq. (3.8). (a) Anti-correlated profile. (b) Correlated
profile. The chosen parameters are χAB = 4, χBR = 1, χAR = 1, φ̄R = 0.02, κR/L2 =
7.63 · 10−5, κA/L2 = 6.10 · 10−5, κ/L2 = 6.10 · 10−5 and sL = 0.99.

3.4 Analytical Prediction of the Phase Transition in a Lim-
iting Case

In this section, we will present a simple analytic model of the phase transition between the
correlated and the anti-correlated state. We will see, that it is possible to get almost exact
results for the binodal line and the jump of the order parameter ρBR at this transition for
the limiting case φ̄A = 0.5.
The logic of this approach is to define an analytical ansatz for the anti-correlated and the
correlated state of the droplet. With these ansatzes, we can compute the free energy and
the order parameters of both states directly. Furthermore, we define the phase transition
as that point, where the free energies of both states are equal, which corresponds to the
intersection of the two branches of the free energy and the resulting kink of the lowest
free energy. Fig. 3.10 shows a typical anti-correlated and a typical correlated solution
close to the transition line obtained by solving the Euler-Lagrange equation eq. (3.8). The
proposed analytic ansatz is compared to this solutions.
Due to the very narrow interfacial width of the droplet we decided to model the profile of
component A by a step function. 12 The profiles obtained by free energy minimization
show that the value of the volume fraction of the droplet component is not constant in the
two phases, but linear dependent on x in good approximation. Furthermore, this linear
modulation of the profile is negligible in the low concentrated phase. Motivated by this
observation we use a constant volume fraction φA,out = φout,bin to model the environment of
the droplet. The value φout,bin is the volume fraction of A in the A-depleted phase obtained
from the binary phase diagram of the A-B-system. 13 This approximation is reasonable
because of the dilution of the regulator material. In the high concentrated bulk phase, the

12This model can be considered as an effective droplet model (compare [183]).
13For the binary A-B-system, we obtain χBR = ln ((1− φout,bin) /φout,bin) / (1− 2φout,bin) from the

Flory-Huggins theory.
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linear profile is mainly described by the regulator gradient because of excluded volume
and can be modeled as φA,in = φin,bin − φR(x). The value φin,bin is the volume fraction of
A in the A-enriched phase obtained from the binary phase diagram of the A-B-system.
Because of the symmetric shape of the binary phase diagram of equally sized particles, the
two volume fractions are related by 1 = φout,bin + φin,bin. The droplet material profile is
modeled with a step function. The volume fraction is constant in the low concentrated
phase and linear dependent on x in the high concentrated phase. The respective slope is
determined by the regulator gradient. The regulator profile φR(x) is modeled by a linear
function. It is described by the slope m and the offset m0. Using the constraint of particle
conservation, it is also possible to use the slope m and the average volume fraction of the
regulator φ̄R to describe the regulator profile. With this argument we find m0 = φ̄R−m/2.
We prefer this form of the regulator profile, because the parameter φ̄R is the natural choice
for the considered ensemble. In comparison, the parameter m0 is more generic.
In this approach we are neglecting the peak of the regulator volume fraction at the droplet
interface. For κi → 0, neglecting the peak is well justified, because in this limit the peak
area vanishes. Because we are assume an infinitely small interface, κi = 0 is also the
consistent choice for this model. 14 The ansatz profiles are

φl
A = (φA,in − φA,out) Θ (εl − x) + φA,out, (3.18)
φr
A = (φA,in − φA,out) Θ (εr − 1 + x) + φA,out, (3.19)
φR = mx+m0, (3.20)

φA,in = 1− φA,out,bin − φR, (3.21)
φA,out = φA,out,bin. (3.22)

The corresponding profiles of component B are obtained from the relation φl,r
B = 1−φl,r

A −φR.
The domain size of the droplet region is εr for the correlated profile and εl for the anti-
correlated profile. These two parameters are determined by the constraints of particle
conservation, they read

εl,r(m) =−2∓m+ 4φout,bin + 2φ̄R
2m

+

√
±8m

(
φout,bin − φ̄A

)
+
(
2±m− 4φout,bin − 2φ̄R

)2

2m .

(3.23)

In the limiting case of vanishing slope m, both domain sizes become equal εl(0) = εr(0) =(
φout,bin − φ̄A

)
/
(
2φout,bin + φ̄R − 1

)
.

With the ansatz eq. (3.18-3.23) we can compute the free energy of the anti-correlated and
the correlated state using eq. (3.2). Because we are considering κi = 0, the gradient terms
in the free energy density vanish (see eq. (3.1)). For the later discussion, we will introduce
the different contributions of the total free energy as F = FS +Fχ+FU , where FS describes
the entropic part of the total free energy and is the integral of the entropic contributions∑
i=A,B,R φi lnφi. The term Fχ includes the binary interactions between the components

and is the integral
∑
i

∑
j<i χijφiφj . The last term FU describes the contribution of the

external potential, it integrates the term URφR. The difference ∆F = F l−F r between the

14See appendix A.7 for more discussion about the influence of the κi-parameters on the peak.
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anti-correlated and the correlated branch of this analytic free energy is

∆F (m) = kBT

ν
(χAR − χBR)G(m). (3.24)

The function G(m) depends only on the parameters of the ansatz profiles (see eq. (3.18-3.22))

G(m) =− 1
4
(
m2 + 2φ̄R

(
4φout,bin + 2φ̄R − 2

))
(εl − εr)

−m
(1

4
(
2− 4φout,bin − 4φ̄R

)
(εl + εr)

+ m

2
(
ε2l − ε2r

)
+ 1

2
(
2φout,bin + 2φ̄R − 1

) (
ε2l + ε2r

)
+m

3
(
ε3l − ε3r

))
.

(3.25)

For m→ 0, the function G(m) vanishes as the domain sizes of the droplet region εl,r(m = 0)
become equal. To leading order in the regulator slope m,

G(m) = m (1− ε) ε
(
2φout,bin + φ̄R − 1

)
+O(m2). (3.26)

It is ε = εl,r(m = 0). The truncated expression eq. 3.26 indicates, that the difference of the
domain sizes εl and εr is not essential for the free energy difference. According to eq. 3.25
and eq. 3.26, a vanishing regulator gradient leads to a vanishing free energy difference.
The existence of the regulator gradient seems sufficient for obtaining the correlated-anti-
correlated phase transition in the analytic model. If a non zero regulator gradient exist,
the free energy difference is zero at the transition point

χ∗BR = χAR. (3.27)

We identify this as the transition point, because the condition ∆F = 0 gives the position
of the kink of the free energy (compare subsection 3.2.4). We can discuss the difference of
the free energy branches also with respect to the three contributions introduced earlier.
The external potential has no contribution to the free energy difference, ∆FU = 0, because
the regulator profiles φl

R and φr
R are equal in this approach. The entropic contribution

∆FS also vanishes. This can be understood, because we are only considering excluded
volume effects to modulate the volume fraction profiles. This excluded volume effect is
implemented in the profile of component A and B in a similar way, which leads to the
cancellation of this contribution after integrating over the whole system. In this approach,
the transition between the correlated and the anti-correlated phase is only effected by
the binary interactions between the components. The obtained condition eq. (3.27) is
consistent with the phase diagram obtained by free energy minimization for φ̄A = 0.5 (see
fig. 3.5b). The simple analytical ansatz seems valid for this particular case but has to be
refined if other φ̄A are used.
In the case of φ̄A ≈ 0.5 it is also possible to give a symmetry argument for the condition
eq. (3.27). Considering a diluted regulator, φ̄A ≈ φ̄B ≈ 0.5. Now, switching the identity of
A and B leads to the same free energy density. Thus, in the presence of an external potential
effecting only the regulator, the differences in the free energy between the correlated state
and the anti-correlated state vanishes for equal interaction parameters with respect to the
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Figure 3.11 – Difference of the free energy between the anti-correlated state (F l) and
the correlated state (F r). The solid line shows the result of the analytical model. For
comparison, the result obtained by solving eq. (3.8) is included as dashed line. The curves
intersect at the transition point χ∗BR = 1. The chosen parameter values in the analytic
model are χAB = 4, χAR = 1, φ̄A = 0.5, φ̄R = 0.02, φA,out,bin = 0.2332 and m = 1. The
chosen parameter values for minimizing the mean-field free energy are χAB = 4, χAR = 1,
φ̄A = 0.5, φ̄R = 0.02, κR/L2 = 7.63 · 10−5, κA/L2 = 6.10 · 10−5, κ/L2 = 6.10 · 10−5 and
Ls = 0.99.

regulator χAR = χBR.
The free energy difference eq. (3.24) is plotted and compared to the free energy difference
obtained by free energy minimization in fig. 3.11. The two curves intersect at exactly one
point, the transition point χ∗BR. According to this graphical result, the analytical model
can be identified as the linear approximation of the free energy difference obtained by
minimizing the mean-field free energy. In general, the curve obtained by minimization is
not linear bends to lower absolute values of the free energy difference compared to the
analytic result. 15

Based on eq. (3.27), we can built a phase diagram of this model. In fig 3.12 we compare
this phase diagram with the results of the free energy minimization. We considered the
special case φA = 0.5, because the analytical model is suitable for this scenario.
The second property we want to discuss is the jump of the order parameter at the transition
point ∆ρ∗BR. Therefore, we employ the definition of the order parameter ρBR from eq. (3.12).
Thus, we can calculate the order parameter with the ansatz-functions eq. (3.18-3.22) to
obtain the value of the order parameter for the two states ρl

BR and ρr
BR. The jump of the

order parameter ∆ρ∗BR = ρl
BR − ρr

BR is

∆ρ∗BR = −kBT
ν
N−1
BRG(m). (3.28)

The difference of the order parameter can also be obtained by computing the derivative of
the difference of the free energy eq. (3.24) with respect to χBR. Both ways are equivalent.
The profiles of our ansatz are independent of the interaction parameters χij . That means

15In appendix A.9, we introduce a model with constant regulator profile instead of an external potential.
The results obtained from this ensemble show a very good agreement with the analytical model, because
the regulator is always linearly distributed there.
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Figure 3.12 – (a) Analytic phase diagram in the χAR-χBR space. In this space, the
transition line is a linear function given by χ∗BR = χAR. The two phases are the correlated
phase (red) and the anti-correlated phase (blue). The triangles show the results from the
free energy minimization. For this plot, χAB = 4 and φ̄R = 0.02 is used. (b) Jump of
the order parameter ∆ρBR along the binodal line between the correlated and the anti-
correlated region at χBR = 1 for different average volume fractions φ̄R. The symbols
indicate the results obtained by minimizing the free energy. Solid lines show the analytic
results. The parameters for the analytic curves are φ̄A = 0.5, φA,out,bin = 0.2332 and
m = 1. The parameters for the points obtained from free energy minimization are φ̄A = 0.5,
κR/L

2 = 7.63 · 10−5, κA/L2 = 6.10 · 10−5, κ/L2 = 6.10 · 10−5 and Ls = 0.99.

that the value of the order parameter ρBR changes if the anti-correlated state and the
correlated state are compared, within one type of state ρBR is constant. The same is
true for the order parameter ρAR. The difference between the value of the anti-correlated
state and the correlated state is the jump of the respective order parameter. In fig. 3.12
this jump of the order parameter is shown along the binodal line between the correlated
states and the anti-correlated states. In the case of φ̄A = 0.5 this means that χBR and
χAR are constant and equal. This result also shows very good agreement with the results
obtained from free energy minimization. The deviations grow with growing φ̄R because of
the increased interaction between the profiles of the A and the R component.
A central feature of the ternary inhomogeneous system, the stability of a correlated droplet
position or an anti-correlated droplet position can be reproduced with the simple analytic
model. Quantitative differences between the analytic model and the minimization of the
free energy functional can be mostly explained with the detailed shape of the regulator
profile.
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4 Spatial Regulation of Phase Sepa-
ration on a Lattice with Fluctua-
tions

In this chapter, lattice based Monte Carlo simulations of the three component liquid system
with regulator gradient are presented. We start by discussing the implementation of the
physical model in the Monte Carlo simulation. After that, results of an equilibrium system,
where the regulator gradient is maintained by an external potential, are presented and
compared to the results of the mean field approach discussed in chapter 3. Furthermore,
we show results of simulations of non-equilibrium systems, in which the regulator gradient
is generated by asymmetric boundary conditions.

4.1 Implementation of the Ternary Liquid Model in a Monte
Carlo Simulation

The aim of this section is to give a short introduction to the principles of the Monte-Carlo
simulations. Furthermore, we introduce a biased sampling technique, a type of Umbrella
sampling, which is used in section 4.3.4 to investigate the equilibrium system. At the end
of this section we discuss shortly the different types of implemented boundary conditions.

4.1.1 Lattice Based Monte Carlo Simulation

In this thesis we use a simplified model of a ternary liquid system that is closely related to
the model introduced in chapter 3. To implement this model in the Monte-Carlo simulation,
we discretize the volume of the system with a simple cubic lattice. A lattice site can be
occupied by an A-particle, a R-particle, or can be a vacancy. Vacancies are interpreted as
solvent particles (B-particles) in this model. In this simple model we consider only particles
which are occupying exactly one lattice site, we do not consider any type of polymer-like
particles. The interaction potential between two particles is also simplified and considers
only nearest neighbor interactions between particles. For the simple cubic lattice that
means that each particle can interact with up to six adjacent particles. The interaction
between two neighboring particles of type i and j is described with the constant interaction
parameter εij . The parameters εij here have the same meaning as in the mean-field
calculation in section 2.1. With these definitions, the properties of one configuration are
well described. To perform the particle based simulations we also have to define rules how
the particles can move on the lattice and thus generate new configurations. Here, we use
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a mechanism known as Kawasaki dynamics [85, 119, 92]. This is an exchange dynamics
algorithm. A chosen particle can exchange position with one of the neighboring particles
to reach a new position.
Later, we will also use a variation of this dynamics, where the particle can exchange it’s
position only with a neighboring solvent particle, which leads to constrained exchange dy-
namics. Because this is the only implemented mechanism of generating new configurations,
the number of a particular type of particles is kept constant. This is important because
we want to consider a canonical ensemble keeping the temperature constant. The volume
is kept constant by not changing the total number of lattice sites of the implemented
incompressible lattice. The use of the canonical ensemble allows us to use the Flory-Huggins
interaction parameters χij to describe the interactions between the components i and j
in each step of the simulation (see eq. (2.3)). Because of that feature we have only to
consider the three Flory-Huggins interaction parameters of the ternary system instead of
the six pair interaction parameters. The calculation of the energetic difference between
two configurations is shown in appendix B.1. 1

We also want to use this section to discuss the Monte-Carlo simulation in more detail. To
this end we consider the canonical partition function of the N -particle system

Q (N,V, T ) =
∫
e−βE({r})dNr, (4.1)

where r describes the position in space. Here, we assume that the potential energy is
independent of the momenta. In this case the integration over the momenta gives a constant
factor and can be absorbed in the normalization. Because of that, it is omitted in further
calculations. The free energy of the system can be obtained from the partition function
with F = −1/β lnQ. In equilibrium, the ensemble average of an observable A can be
computed employing the partition function

〈A〉 = 1
Q

∫
A ({r}) e−βE({r})dNr, (4.2)

with the Boltzmann-distribution of the configurations

P ({r}) = 1
Q
e−βE({r}). (4.3)

The idea of the algorithm of the Monte-Carlo simulation is to construct a steady state,
in which the distribution of states is equal to the Boltzmann distribution P ({r}). This
approach is called importance sampling [68, 11, 50]. If such a steady state is generated,
the average 〈A〉 is obtained from simulation by averaging over each state, that is generated
by the simulation in n steps

〈A〉 = lim
n→∞

1
n

n∑
i=1

A ({r}) . (4.4)

The construction of the Boltzmann distributed states is realized in two steps by the
Metropolis algorithm [113, 11, 50]. In a first step, a new configuration is generated at
random. In the case of molecular simulations, a common way is to select a particle i at

1If the ensembles does not strictly conserves particle numbers, the actual pair interactions εij have to be
known to describe the energetic difference between two configurations.
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random and change its position randomly. We determine the new position of the chosen
particle as rnew

i = rold
i +Rξ, where ξ is a random unit vector parallel to a basis vector of

the simple cubic lattice and R is the radius, up to which the position can be changed. In
our simulations we use R = 1 and ξ is a vector in which one randomly chosen component
is randomly set to +1 or −1 and the remaining components are 0. The movement of the
particle to rnew

i leads to a positional exchange with the adjacent particle at this position
because every lattice site is occupied by exactly one particle in each configuration. This
rules of generating a new configuration preserves the particle number. In the second
step of the Metropolis algorithm the difference of the potential energy between the two
configurations is computed

∆E ≡ E ({r}new)− E
(
{r}old

)
. (4.5)

The new configuration is accepted with the probability

pA = min
(
1, e−β∆E

)
. (4.6)

If ∆E < 0, the new configuration is always accepted. In the case ∆E > 0, the new
configuration is accepted with a Boltzmann weight. This leads to the Boltzmann distribution
in the steady state of the simulation.

4.1.2 Umbrella Integration

The Monte Carlo Simulation, especially the Metropolis algorithm, samples states of global
or local minima of the free energy, depending on temperature and fluctuations. The
introduced Monte-Carlo method has it’s limit, if the investigated states are rarely observed.
A typical example for rare states are the transition states between two stable or metastable
states. In this case the direct sampling can be very resource consuming or quasi impossible.
To sample this states of very low probability methods that employ biased sampling are used.
Here, we introduce the umbrella sampling, which can be used to explore the free energy
landscape between two states in energetic minimum following a certain path through this
landscape [162, 93, 82]. The path in the phase space is described by the reaction coordinate
γ, which is a scalar parameter. 2 The derivations in this section are taken from Kästner’s
review [82]. Because we consider only states on the path parametrized by γ, the canonical
partition function is constrained.

Q (γ) =
∫
δ (γ̃ ({r})− γ) e−βE({r})dNr∫

e−βE({r})dNr
. (4.7)

Here, γ̃ is the value of the defined reaction coordinate for a certain configuration {r} of
the system. The free energy along the reaction coordinate reads

F (γ) = − 1
β

lnQ (γ) . (4.8)

In the simulation, the whole path can not be sampled directly because of the low probability
of the intermediate states. To make the complete path accessible, we introduce a bias

2In general, the path can also be described by a higher dimensional property [94, 82]. We constrain
ourselves to a scalar parameter, because we will use scalar parameters only in our studies.
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potential Ubias. The partition function with the included bias potential is

Qbias (γ) =
∫
δ (γ̃ ({r})− γ) e−βE({r})+Ubias(γ̃({r}))dNr∫

e−βE({r})+Ubias(γ̃({r}))dNr

= e−βU
bias(γ̃({r}))

∫
δ (γ̃ ({r})− γ) e−βE({r})dNr∫
e−βE({r})+Ubias(γ̃({r}))dNr

.

(4.9)

We can write the exponential term that contains only the bias potential outside the integral,
because of the delta distribution which makes it independent of the positions of the particles.
Using eq. (4.7), we can eliminate the delta distribution and get a relation between the
unbiased and the biased partition function

Q (γ) = Qbias (γ) eβUbias(γ)
∫
e−βE({r})+Ubias(γ̃({r}))dNr∫

e−βE({r})dNr

= Qbias (γ) eβUbias(γ)〈e−βUbias(γ)〉.
(4.10)

The fraction in the first line of eq. (4.10) can be identified as the average used in the second
line. With this partition sum, the unbiased free energy can be calculated as

F (γ) = − 1
β

lnQbias (γ)− Ubias (γ) + C, (4.11)

where C is the average C = −1/β ln〈e−βUbias(γ)〉. Because of averaging, C is independent of
γ and can be regarded as an unknown constant contribution to the free energy. In general,
we can not calculate or measure the partition function Qbias. In computer simulation, we
can use the identity between the partition function and the temporal average P (γ) in
ergodic systems.

Q (γ) = P (γ) ≡ lim
t→∞

1
t

t∑
δγ̃γ∆t. (4.12)

We use the discrete formulation of the average, because of the discreteness of the simulation
time steps. Furthermore, we observe only discrete values of the reaction coordinate γ in the
considered lattice based Monte Carlo simulation. This is the reason for the appearance of
the Kronecker symbol in the temporal average. This discrete values of γ do not have to be
integers. Technically, we will get an approximation of this average P sim (γ) from the Monte
Carlo simulation, because of the limited simulation time. 3 Using this approximation, we
get the free energy along the reaction coordinate

Fi (γ) = − 1
β

lnP bias,sim
i (γ)− Ubias

i (γ) + Ci. (4.13)

At this point, we introduce the index i, because the free energy is sampled in a window of
the reaction coordinate in the simulation. This window is controlled by the bias potential
Ubias
i . The combination of multiple windows of the free energy Fi (γ), which are obtained

3We can interpret the simulation steps of the Monte-Carlo simulation as a temporal measurement
because of the applied physical moves. The time steps are the Monte-Carlo steps (MCS). We can also
compute an approximate ensemble average from the simulation like introduced in the introduction 1.2.3, if
the number of simulation steps between two considered configurations is high enough to consider them
as independent configurations. We choose the time interpretation because it gives also access to e.g. the
growth dynamics of the droplets or the droplet movement during relaxation into equilibrium.
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by using different bias potentials Ubias
i (γ), gives access to the complete free energy F (γ).

We use umbrella integration to combine these windows. In this method, the gradient of
the free energy is calculated

∂Fi (γ)
∂γ

= − 1
β

∂ lnP bias,sim
i (γ)
∂γ

− dUbias
i (γ)
dγ

. (4.14)

By using the gradient of the free energy, we do not have to discuss or determine the
constant Ci, because it is independent of γ. One central idea of the Umbrella integration
is to use a normal distribution ansatz for the distribution of the reaction coordinate

P bias,sim
i = 1

σbias,sim
i

√
2π

exp

−1
2

(
γ − γ̄bias,sim

i

σbias,sim
i

)2 , (4.15)

with the average of the reaction coordinate γ̄bias,sim
i and the standard deviation σbias,sim

i .
Following this logic we can say, that the distribution P bias,sim

i (γ) is expanded in a cumulant
expansion, which is truncated after the second term. This is equivalent to truncating a
power series of Fi (γ) after the quadratic term. This treatment is well justified, because
the free energy is smooth and each window covers only a small interval of γ [83, 82]. The
normal distribution ansatz is used to evaluate the gradient of the free energy

∂Fi (γ)
∂γ

= 1
β

γ − γ̄bias,sim
i(

σbias,sim
i

)2 −
dUbias

i (γ)
dγ

. (4.16)

The only unknown parameters are the average γ̄bias,sim
i and the variance

(
σbias,sim
i

)2
of the

reaction coordinate, which can be sampled by Monte Carlo Simulation. In a last step, we
combine the different windows to get the complete free energy along the reaction coordinate.
This is done by sum up the windows weighted by pi (γ).

∂F (γ)
∂γ

=
windows∑

i

pi (γ) ∂Fi (γ)
∂γ

(4.17)

The weights are given by

pi (γ) = ai∑
j aj

, with ai = niP
bias,sim
i (γ) , (4.18)

where ni counts the number of steps sampled for window i. This complete gradient of the
free energy can be integrated numerically to obtain the free energy profile along the the
path of the reaction coordinate.

4.1.3 Definition of Boundary Conditions and Maintaining a Concentra-
tion Gradient

In this subsection we will discuss the boundary conditions implemented in the Monte
Carlo simulation. The boundary conditions are different for the two scenarios we want to
investigate with these simulations. The first scenario is an equilibrium system, in which the
regulator gradient is created by an external potential. In that case, symmetric boundary
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conditions are used. In the second scenario, the system is not in equilibrium, the regulator
gradient is formed by diffusion with asymmetric boundary conditions. The direction of the
established regulator gradient is the x-direction. The y- and z-direction is orthogonal to it.
In the y- and z-direction, periodic boundary conditions are applied in both scenarios. In
the case of equilibrium systems, a hard wall is used in x-direction. That means, that we
consider a finite system regarding the x-direction.
In the case of a non-equilibrium system without external potential, we are using an
asymmetric, semipermeable wall in the x-direction. If a regulator particle would leave the
system from x = 0, it can exchange its position periodically with a B-particle at x = 1.
The exchanging particles have the same y- and z-position. If a regulator particle would
leave the system from x = 1, it feels a hard wall. This asymmetric, semipermeable wall
leads to a passive pumping process, where the regulator is pumped from one side of the
box to the opposing side (see fig. 4.1). In general, the direction of this process can be
chosen arbitrary, it is determined by the implemented features of the walls.
This type of boundary conditions was introduced in section 2.3. To describe this boundary
condition quantitatively, we introduce a flux of the regulator material at the boundaries
jbc. This flux has to be equal at x = 0 and x = 1 because of particle conservation. This
equality is implemented in the simulation by the described coupling of the boundaries.
Every particle which leaves the system on one site is immediately inserted on the other site.
In general, this fluxes are a function of the regulator volume fractions at the boundaries,
jbc = jbc(φR(0), φR(1)). To compute this dependency, we use the argument that the
boundary fluxes and the net diffusion flux in the bulk have to be equal in the stationary
state. The general solution of the diluted regulator profile in the stationary state is
φR = mx + m0. Because of particle conservation, we can describe m0 in terms of m
and φ̄R (compare section 3.4). From the normalization of the regulator profile we obtain
m0 = φ̄R −m/2 with the average volume fraction of the regulator φ̄R. According to Fick’s
first law of diffusion, the diffusion flux in the bulk is jdiff = −DR∂xφR, where DR is the
constant diffusion coefficient of the regulator in this system. By comparing these relations
we obtain the condition

jbc (m) = −DRm (4.19)

for the boundary fluxes. We use the short form jbc(m) here, because DR can be regarded
as a given constant parameter, so that m is the only remaining variable of the boundary
flux. From eq. (4.19) follows, that there exists exactly one well defined m which fulfills
this condition, if jbc(m) is bijective. This is sufficient to compute the flux in the stationary
state. The detailed calculation of the boundary flux in the simulation is presented in
appendix B.4.
The pumping of the regulator is illustrated in fig. 4.1. This pumping can be also interpreted
as a source and a sink at the boundaries. The strict coupling of the source and the sink
maintains the canonical ensemble considered in the simulation. This source-sink mechanism
creates a approximately linear regulator gradient in the system (see fig. 4.2). Considering
the equilibrium case, the potential can be chosen so that the regulator shows the same
volume fraction profile as in the non equilibrium scenario. These two regulator profiles
of different origin are compared in fig. 4.2. The proposed mapping works very well for a
diluted regulator. In the later simulations, we will generate regulator gradients that are
approximately equal for both cases. In fig. 4.2, the gradients obtained from the simulation
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Figure 4.1 – Asymmetric boundary conditions for the regulator particles in x-direction are
used. The left boundary is permeable for the regulator particles. If a regulator particle
tries to pass this wall, it can periodically exchange the position with a B-particle on the
other side. This exchange is accepted according to the Metropolis criterion. The right wall
is not permeable. A regulator particle in the simulation box can not pass this wall. This
rules lead to a passive pumping of the regulator material driven by diffusion.
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Figure 4.2 – Comparison of the regulator distributions from simulations with external
potential or flux boundary conditions. This distributions are compared to the maximal
constant gradient (black line), which is also the idealized solution of the regulator profile
in both cases. The parameters are φ̄A = 0.05, φ̄R = 0.02, χAB = 4, χAR = 1, χBR = 1.

data are also compared to the profile with maximal constant gradient with m0 = 0 and
m = 2φ̄R/L (we have chosen L = 1). The distributions in the simulation show only very
small deviations from this maximum constant gradient.

4.2 Equilibrium System without Regulator Gradient

In this section we consider the equilibrium systems in absent of an imposed regulator
gradient. Of particular interest is the influence of the regulator concentration on the phase
transition between the droplet state and the mixed state. This phase transition is well
investigated in the literature using Monte Carlo simulation [154, 123, 10]. The purpose of
this section is to give an impression of the phase separation in the lattice system. The focus
of the simulations will be systems with an imposed regulator gradient and is presented in
section 4.3 and section 4.4.
In the case of no imposed regulator gradient, we have performed Monte Carlo simulations
in a cubic box of size 64a in one direction and full periodic boundary conditions in all
spatial directions if small volume fractions were considered. For high volume fractions we
implemented a hard wall in one direction. This different choices were made to simplify the
measurement of the volume fractions in both cases. In a first step we consider a binary
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Figure 4.3 – Phase diagram of the two component system. Dependent on φ̄A and χAB , the
system can be mixed or demixed. The solid black lines indicate the binodal lines from the
mean field theory, the dashed black lines the respective spinodal lines. The red triangles
show simulation results for φ̄A = 0.5, the grey triangles for φ̄A = 0.05. The mean field
result and the simulation data are consistent in both cases. The grey dashed line indicates
the average volume fraction φ̄A = 0.05 and provides a graphical solution for the phase
separation behavior in that case.

system without the regulator. In equilibrium, one coherent majority phase of A-particles
is formed. For periodic boundary conditions this phase is a droplet. With hard walls in
one direction and high volume fractions this phase is a planar phase parallel to the hard
wall. We measured the volume fraction of A inside the droplet and outside the droplet and
compared these values with the mean field phase diagram. The purpose of this comparison
is to get an idea if the mean field approximation works well for the considered system.
The result is shown in fig. 4.3. The simulation data are consistent with the mean field
predictions.
In a second step, we consider the homogeneous ternary system, no regulator gradient is
imposed. The state of the system is described by an integrated order parameter. This
order parameter is defined as the average number of neighbors of type A of an A-particle.
Because we are using a simple cubic lattice, this parameter can take values between 0
and 6. The order parameter is 0, if all particles are isolated and no clusters exist in the
configurations, it is 6, if the lattice is completely filled with droplet material particles.
Depending on the value of the interaction parameter a mixed state is observed or droplets
are formed. In the second case, multiple droplets are nucleated. These small droplets grow
and merge to form bigger ones (see appendix B.2). In the equilibrium state, exactly one
droplet is present. The phase diagram is represented by a color code of the introduced
order parameter in dependence of the average volume fractions of the regulator φ̄R and the
droplet material φ̄A. We compare phase diagrams for different values of the Flory-Huggins
parameters. In this study, the parameter χAB, which describes the interaction between
droplet material and solvent, has to be larger than 2 as a necessary condition to observe
phase separation. We choose χAB = 4 to not get a too small separated region of the phase
diagram. 4 The other parameters χAR and χBR, which are describing the interaction

4The value χAB = 2 is the critical value of the corresponding binary system and thus the minimum
value for which phase separation occurs given the critical volume fraction φc

R = 0.5.
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Figure 4.4 – Phase Diagrams in the φ̄A-φ̄R-space of the system without an imposed regulator
gradient for different χAR values. The colorbar indicates the average number of A-neighbors
of an A-particle. (a) In this example χAR = 0. In this study, we consider only diluted
concentrations of A and R. The mixed states are indicated by the blue color. (b) For
χAR = 3, the droplet is favored, because of the depletion of regulator particles out of the
droplet. (c) Otherwise, for χAR = −3, the mixed state is favored, because the regulator
material is accumulated in the droplet. The common parameters of these phase diagrams
are χAB = 4, χBR = 0, L = 64a and β = 1

between the regulator and the droplet material or the solvent, are chosen, so that the
regulator mixes with the other to components. Here, the interaction parameter χBR is 0.
The highest value of χAR is 3. This is bigger than the critical value, but because of the
very diluted regulator, segregation is not expected and not observed. This higher value was
used as a compromise for a better visualization of the effects of the interaction parameter
on the phase diagram. The most negative value of interaction parameter considered is −3.
For very big negative interaction parameters we can also observe phase separation, because
of the attractive interaction of the corresponding components. We built the phase diagram
for different interaction parameters χAR and χBR in the region of small regulator volume
fraction and small droplet material volume fraction. These volume fractions were chosen
because of the biological motivation.
Results of this study are shown in fig. 4.4, where three different combinations of interaction
parameters are presented. These phase diagrams show, that in general, a high regulator
concentration favors the mixed solution. We explain this with the reduced number of
A-A-contacts inside the droplet by adding regulator particles. Consistently, the figures
show, that the droplet state is favored, if the interaction parameter χAR is positive. In that
case the droplet is depleted of regulator material. As a result, the stability of the droplet
is increased. In the other case, if the interaction parameter χAR is negative, the regulator
particles are accumulated inside the droplet. This supports the dissolution of the droplet.

4.3 Equilibrium System: Regulator Gradient by External
Potential

In this section, we simulate a system with imposed regulator gradient in equilibrium. The
equilibrium in such a system can be reached, if the regulator gradient is generated by
an external potential, which is interacting with the regulator particles. Such a system
is comparable to the system which was used in the mean field calculation presented in
chapter 3. We are also using the same form of the external potential eq (2.11). The
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simulation is performed in three dimensions, where the x-direction is the direction of the
external potential The external potential is constant in the other spatial directions. We
present the established steady states in that ensemble and discuss the transition of the
droplet position. The result are also compared to the mean field results.

4.3.1 Characterization of States

In the case of simulations with an imposed regulator gradient, we are using a not cubic
box of the size 256a× 32a× 32a, where the x-direction has the length 256a. We discuss
equilibrium states of one stable droplet. This droplet is spherical and for the chosen
interaction parameters it contains about the half of the present droplet material A. Like in
the mean field theory, we can observe anti-correlated droplet and correlated droplets (see
section 3.2.2). In fig. 4.5 a typical example of an anti-correlated state and correlated state
is shown. In both cases, we present a snapshot of the simulation and a one dimensional
projection of the y-z-integrated volume fractions. This integrated volume fraction should
be seen as an approximate description of the system composition. There are two major
limitations of this projection we have to consider. It does not distinguish if the droplet
material is located inside the droplet or in the solvent phase. Each data point is a
superposition of these two volume fractions. The projection does also not take into account
the actual geometry of the droplet, which has an impact on the volume fraction profile.
The seemingly not very sharp interface of the droplet is caused by the projection of the
droplet geometry. For a detailed description of the observed equilibrium states, we use a
set of different properties, which are defined in the following paragraphs.

Energy. The initial configuration of the simulation is defined to have 0 energy. During
the simulation this energy is determined by adding up all ∆E values that correspond to
accepted moves. This observable is used as one criterion to decide, if the simulated system
is in equilibrium. Because of the definition of the state of zero energy, two equilibrium
energies of different simulation runs are only comparable, if the two simulations make use
of the same initial configuration.

Droplet size. As droplet size, we define the number of particles Ndrop of the biggest cluster
in the system, with is the droplet in general. Conceptional, a cluster is identified by
choosing a random non solvent particle of the system. All of the up to six neighboring
non solvent particles are part of the same cluster. This process is repeated for the found
neighbors until no additional particles are found. The so defined cluster is built of droplet
particles and regulator particles.

Eccentricity. Here, the eccentricity e is the eccentricity of the shape of the droplet projection
to the x-y or x-z plane. To this end, a ellipse is fitted to this projection shape. This
eccentricity is then defined as e =

√
1− b2/a2, where a and b are the semi-major axis and

the semi-minor axis of the fitted ellipse [20]. It is defined in 0 ≤ e < 1. In the case of
e = 0, the fitted ellipse is a circle and both semi axis are equal. The eccentricity is 1,
if the semi-minor axis vanishes. The detailed calculation of the eccentricity is shown in
appendix B.3.

Radius of gyration. The radius of gyration of the biggest cluster is defined as RG =
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Figure 4.5 – (top left) Snapshot of an anti-correlated state from Monte-Carlo Simulation.
The regulator particles are shown as green points, the A-particles are shown as purple
points. The B-particles are not shown. The droplet is placed at the side of low regulator
concentration. (top right) For the anti-correlated state, the volume fraction of the A- and
R-particles is calculated for each y-z-slice of the lattice. This is property is averaged over
50 snapshots. In this x-projection, the boundaries of the droplet are smoothed out because
of the geometry of the droplet. We choose χAR = 2 to visualize the anti-correlated state.
(bottom left) Snapshot of a correlated state from Monte-Carlo simulation. The droplet
is placed in a region of high regulator concentration. (bottom right) This profile of the
volume fraction of the correlated state is also averaged over 50 snapshots. We choose
χAR = 0 to visualize the correlated state. The common parameters are χAB = 4, χBR = 0,
φ̄R = 0.02, φ̄A = 0.05, A = 0.0077 and L = 256.
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√
1

Ndrop

∑drop (r− rcom)2, where rcom is the center of mass of the droplet.

Moments of the droplet. By measuring the y-z-integrated volume fraction of the
particles that are located inside the droplet, we can calculate the x-distribution of
droplet particles P φdrop (x). From this distribution the first, second and third moment
mdrop,x
i =

∫ L
0 xiP φdrop (x) dx are obtained. The first moment can be identified as the x-

component of the center of mass rcom of the droplet. The second moment is related to a
type of variance of P φdrop (x) and is thus related to the width of this distribution. The third
moment is the skewness and describes the asymmetric behavior of the distribution.

Partition coefficient of the regulator material. The partition coefficient p of the component
R between the two phases a and b is defined as the fraction of the concentrations of this
component in the two phases p = ca

R

cb
R

. Here, we use the volume fractions of R. The phase a
is the droplet (in) phase and b the surrounding solvent (out) phase. The volume fraction
is proportional to the concentration in the considered ensemble, we can write p = φin

R

φout
R

.
The volume fraction φin

R is approximated from the simulation data. It is the number of
R-particles in a droplet N in

R divided by the number of R- and A-particles N in
A in that

droplet. Here, we neglect the number of B-particles in the calculation, because it is not
clear which B-particles are part of the droplet, especially at the boundary. Furthermore,
there are very few B-particles in the droplet, neglecting them generates only a very small
error. The volume fraction φout

R is approximated by an analytic consideration. We assume
that this volume fraction is governed by the external potential or the flux boundary
conditions, respectively. It is φout

R ≈ mxcom +m0. This linear regulator profile is the ideal
profile obtained from the gradient generating mechanism, namely the external potential or
the flux boundary conditions. It is evaluated at the center of mass of the droplet. This
approximation is more precise, if the regulator concentration is small and the droplet
contains a small amount of regulator compared to the total number of regulator particles
and the size of the droplet is small compared to the system size. In section 4.1.3 we have
shown that the analytic expression of the maximum constant gradient is a very good
approximation for the corresponding simulation data. Finally, the partition coefficient
obtained from the simulation (psim ≈ p) is psim = N in

R

N in
R +N in

A

1
mxcom+m0

.

The skewness and the eccentricity are 0 in very good approximation in our studies, which
means that despite the anisotropic environment of the droplet, the droplet can be described
as a sphere. Following this, the droplet size and the radius of gyration are of very similar
meaning, because we do not observe significant shape changes of the droplet, which would
effect the radius of gyration at constant droplet size. The center of mass of the droplet is
important for evaluating the position of the droplet. It is also used to define the velocity of
the droplet, which is the velocity of the center of mass of the droplets in the units a/MCS
(lattice sites per Monte Carlo step).

4.3.2 Phase Transition between Equilibrium States

Now, we want to evaluate the behavior of a droplet in a regulator gradient in equilibrium.
The regulator gradient is imposed by using an external potential, which affects the regulator
particles. We use a not isometric simulation box of the size 256a× 32a× 32a. The used
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Figure 4.6 – The phase diagram of droplet states in the χAR-χBR-plane is obtained by
Monte-Carlo simulation. The blue points indicate states of a correlated droplet, the red
points show the region of anti-correlated droplets. For comparison, the analytical transition
line is included in this phase diagram (see section 3.4). The parameters are χAB = 4,
φ̄A = 0.05, φ̄R = 0.02, A = 0.0077 and L = 256.

boundary conditions are hard walls in x-direction, the direction of the external potential,
and periodic boundary conditions in the orthogonal directions y and z. The hard wall has
solvent like interactions with the particles of the neighboring layer of the lattice to prevent
wetting. We will change the interactions of the regulator with the other particles χAR and
χBR to investigate the droplet behavior. The interaction parameter χAB has the constant
value 4 in this simulations. The value is chosen considering the mean field theory, so that
the droplet is stable in the whole box and does not dissolve (see section 3.2.4). In this
system, we observed two types of equilibrium states, a correlated state with a droplet close
to the wall at high regulator concentration and a anti-correlated state with the droplet at
the wall at low regulator concentration. We can build the phase diagram by evaluating the
equilibrium state of each χAR-χBR-combination of the region of interest.
The resulting phase diagram is presented in fig. 4.6. It consists of two regions, the region
of correlated states and the region of anti-correlated states. Close to the transition line
between these two regions, the fluctuations of the droplet position increases significantly. At
some points it was not possible to decide, which type of equilibrium state will be obtained.
These cases are omitted, which is the explanation for the few missing points close to the
transition line.
Now, we want to focus on the transition line. To this end, we look at a cut through the
phase diagram at constant χAR. For the different χBR, we prepared two simulations, one
starts with a droplet close to the left wall, the other starts with a droplet close to the
right wall of the box. If the droplet is placed near a non stable position, the droplet starts
to move to the stable region with a constant velocity. The velocity is zero, if the initial
position of the droplet is already the stable position. This velocity is measured along the
cut for both initial configurations. The velocities are shown in fig. 4.7. For low χBR, the
anti-correlated state is stable, indicated by the resting droplet in this states. The droplet
in the correlated state moves to the left side of the box with a negative velocity. Vice versa,
for higher χBR, the correlated state is stable. Now the droplet starting in a correlated
state is resting and the droplet, which was initialized in an anti-correlated state moves to
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Figure 4.7 – The blue points are results of a simulations with an anti-correlated initial
state, the red points indicate simulations with an correlated initial state. Both types of
simulations are done along a cut at χAR = 1 through the phase diagram shown in fig. 4.6.
The error bars in this plot indicate the standard deviation calculated from ten independent
seeds of the simulation. The data points of moving droplets in the dissolution and growth
regime are not included in this plot, because they are significantly higher than the drift
data, which would make the transition region less visible. The paramters are χAB = 4,
χAR = 1, φ̄R = 0.02, φ̄A = 0.05, A = 0.0077 and L = 256.

the right side of the box with a positive velocity. The region, where the velocity of both
types of simulation is close to zero, corresponds to the transition region and is consistent
with the presented phase diagram.
Another result of this study is that we can observe two different types of droplet movement.
The first process is a drift movement. In this case. the droplet is stable and the position
of the whole object is moving. A typical example are the droplet which are starting at
high regulator concentrations. These droplets move only if the anti-correlated state is the
stable one. That means, that the droplets are also depleted of regulator material and thus
of high stability considering fig. 4.4. The second process is a dissolution of the droplet and
recondensation at an other place in the simulation box. This condensation is observed for
the droplets starting at low regulator concentrations. These droplets move if the correlated
states are stable, which also means, that they are enriched of regulator material.
This enrichment of the regulator inside the droplet is shown in fig. 4.8 using the partition
coefficient p of the regulator as the measurement. In fig. 4.8, the average of p is presented
for a simulation with a correlated initial state and a anti-correlated initial state. The two
curves almost collapse, which is a hint, that the amount of regulator particles inside the
droplet equilibrates fast compared to the droplet drift. Studying the averaged partition
coefficient, we see, that for small χBR, the fraction of regulator material in the droplet
is close to zero. Around χBR = 0 this fraction growth sigmoidal and reaches its plateau
around χBR = 9. The inflection point of this growth is slightly higher than the transition
value of the correlated-anti-correlated transition. The dissolution and recondensation
process is observed for χBR > 3. The corresponding regulator volume fraction φR = 0.12
at this point is consistent with the homogeneous phase diagram fig. 4.4, as for this value
the mixed state is observed.
Within this region, we can observe two different mechanisms of dissolution and growth.

68



4.3. Equilibrium System: Regulator Gradient by External Potential

J
J J
p s

im
J
J J

χBR

0

2

4

6

8

10

−15−10 −5 0 5 10 15

d
is
so
lu
ti
on

an
d
gr
ow

th

Figure 4.8 – Partition coefficient p of the regulator along the cut χAR = 1 through the phase
diagram fig. 4.6. The blue points represent data from simulations with an anti-correlated
initial state, the red points data from simulations with correlated initial states. Each
point is an average of ten simulation runs. The error bars are representing the standard
deviation from ten simulation runs, but are negligible small. There is almost no hysteresis,
which suggest an absent influence of the initial conditions. The parameters are χAB = 4,
χAR = 1, φ̄R = 0.02, φ̄A = 0.05, A = 0.0077 and L = 256.

For very high χBR, the droplet dissolves and many droplets condensate along the gradient.
This can be explained, because the regulator material segregates strongly and can be
regarded as a nucleus of the droplets. These droplets move to the stable position, driven
by the external potential, and are combined there. For lower χBR, the droplet dissolves
and recondensates at the stable position, there is no drift of the new droplet observed.
To summarize this subsection, we can say that dependent on the interactions of the regulator
χAR and χBR, two types of equilibrium states can be observed, a correlated state and an
anti-correlated state. A droplet, which is not placed at this stable state can reach this by
two processes. For low χBR a drift is observed, for high χBR the droplet dissolves and
recondensates. The occurrence of these processes is controlled by the fraction of regulator
inside the droplet.

4.3.3 Regulator Distribution in the Droplet Phases and its Environment

In this subsection, we will have a closer look on the regulator accumulation or depletion
inside the droplet. In section 4.3.2, we employed an integrated property, the total amount
of regulator particles inside the droplet, to discuss the partition coefficient in dependence of
the interaction parameter χBR. Now, we will measure the detailed structure of the regulator
distribution. To this end, we measure the radial density of the regulator with respect to the
center of mass of the droplet. The calculation of the skewness and the eccentricity of the
droplet has shown, that the droplet is symmetric and spherical in very good approximation.
Because of that, we do not have to take into account a anisometric shape when calculating
the radial distribution. To measure the radial distribution, we have divided the droplet
into spherical shells of distant a and have calculated the regulator density in each shell.
Fig. 4.9 shows the radial regulator density for three different conditions of the particle
interactions. The dashed line indicates the radius of gyration of the droplet.
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Figure 4.9 – To visualize the radial regulator distribution, the volume fraction in shells of
thickness a around the center of mass of the droplet is shown. The shaded region indicates
the droplet size measured by the radius of gyration. (a) In the region χBR < 1, here
χBR = −1, the droplet is depleted of regulator material. (b) Around the transition region
of the phase diagram, the regulator has no preferred phase and is accumulated at the
droplet surface. We choose a correlated state to generate this figure, but the chosen state
does not matter for this case of the studie. It will only change the level of the regulator
volume fraction but not the distribution of the regulator material. (c) For χBR > 1, here
χBR = 2, the regulator is accumulated inside the droplet. Now, the correlated state is
stable and the droplet is positioned at high regulator concentration. The parameters are
χAB = 4, χAR = 1, φ̄R = 0.02, φ̄A = 0.05, A = 0.0077 and L = 256.

If the net interaction between regulator and solvent becomes attractive, the droplet is
depleted of the regulator particles. This scenario is shown in the first plot. The density of
the regulator is very small in that case, because the droplet is in an anti-correlated state,
and thus is placed on the side of low regulator concentration. The effect of the accumulation
of regulator at the interface is small in comparison to the distribution of regulator inside
and outside the droplet, it is not visible here. In the second figure χAR = χBR = 1 is
used, which corresponds to a simulation close to the transition line of the phase diagram
fig. 4.6. In that case the regulator has no preferred phase and it shows the same volume
fraction inside and outside the droplet. We observe a accumulation of regulator at the
interface. This is caused by the high energetic interaction between the droplet material and
the solvent, χAB = 4. The total free energy can be decreased by placing regulator particles
at the interface, so that the number of contacts between droplet material and solvent is
decreased. It is also possible that the generation of the peak is supported by an entropic
effect. Because we have chosen weak interactions between the regulator and the other
particles comparedto the A-B-interaction, we can relate this to an amphiphilic character
of the regulator, which leads to this tensid-like behavior. If the interaction between the
regulator and the solvent becomes more repulsive, the regulator is accumulated inside the
droplet as shown in the third plot. The accumulation at the interface is still visible. This
effect is also obtained from the mean field results presented in appendix A.7. There we
have shown that the peak is caused by an energetic effect in a simple analytic model. An
entropic effect exists in this analytic model but its strength is significantly lower than the
strength of the energetic effect.
The distribution of regulator in the droplet can be linked to the Phase diagram of the
droplet states. In the region of anti-correlated droplets, we observe a depletion of regulator
particles in the droplet. In the region of correlated droplets, the regulator particles
are accumulated in the droplet. Close to the transition line, the regulator density is
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approximately equal inside and outside the droplet. In this relation between regulator
distribution and equilibrium states, the accumulation of regulator particles in the interface
is neglected, because that is caused by other effects, like discussed earlier.

4.3.4 Transition States and Signature of the Phase Transition

In this subsection we use the method of the Umbrella Sampling to explore the shape of
the free energy profile between the correlated and the anti-correlated state following a
chosen reaction coordinate. We use this biased sampling method because the droplet states
between the correlated and the anti-correlated state are of very low probability, and thus
can not be practically sampled with a direct sampling method. We have to make two
choices using the Umbrella method, which are the reaction coordinate and the bias potential.
The reaction coordinate has to be suitable for describing states quasi continuously from
correlated to anti-correlated. Because we are using a lattice based simulation, all properties
are discrete. With quasi continuous we want to say, that the reaction coordinate has a
continuous limit if the spatial resolution of the lattice gets arbitrarily high. In our umbrella
simulations, we use the x-coordinate of the center of mass of the biggest cluster of A- and
R-particles as the reaction coordinate.

γ =
∑

i∈biggest cluster

xi
Ndrop

. (4.20)

We have to keep in mind, that this is only a valid reaction coordinate if the same object
is the biggest cluster during the complete simulation. We can not investigate parameter
regions, where the identity of the biggest cluster switches between different objects at some
point during the simulation. This would lead to a system out of equilibrium because the
bias potential would drive different clusters depending on time.
As bias potential, the common harmonic potential is used with the analytic form

Ubias
i (γ) = α

2 (γ − γi)2 , (4.21)

where γ is the reaction coordinate, γi is the reference reaction coordinate of the bias
potential Ubias

i and α is a constant parameter. The parameter α determines the width of
the resulting distribution of the reaction coordinate. Here we choose to produce very narrow
distributions, because the assumption, that are done by applying the umbrella integration,
are more accurate if small windows of the free energy are explored (see section 4.1.2). For
this simulations, we will use a periodic external regulator potential. This periodic external
potential is considered, because we want to avoid boundary effects (compare section 3.3).
The external regulator potential is

UR (x) = − ln (1−A sin (2π(x− ω))) . (4.22)

We use the same potential as in the mean-field calculation of the periodic system and
choose ω = 0 (see eq. (3.16)). In the Boltzmann limit, this choice leads to a sinus regulator
distribution, which has a minimum at x = L/4 and a maximum at x = 3L/4. In the
section 3.3 we have shown that the use of a periodic potential causes only a slight change
of the mean field results compared to a system with linear regulator distribution. Based
on this, we assume, that the intrinsic behavior of the free energy of the simulated system
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with periodic or linear regulator distribution is also very similar. Because of the periodic
external potential, periodic boundary conditions are used in all directions, now.
We compare two cases of the simulation, the first case is a system with a correlated
equilibrium droplet position, the second case a system with a anti-correlated one. The
resulting free energy profile of both cases is presented in fig. 4.10. On the left site, we
present data from a simulation employing parameter values from the correlated region
of the mean-field phase diagram. There is a very clear local minimum at the maximum
regulator distribution, which supports the idea of a correlated equilibrium position of the
droplet. We do not see a local minimum at the anti-correlated position here, like proposed
considering the mean field results. At this position, a local maximum is observed. This is
consistent with our observation, that the droplet is always driven to the equilibrium state
in the simulation. Compared to the mean-field results the second local minimum is possibly
extincted by fluctuations. This also means, that we do not expect either a first order
phase transition between the correlated and the anti-correlated state or a hysteresis in the
simulation. We have to mention, that there is still a chance that the phase separation can
be observed for certain values of the parameters, but we did not find such a region. The
right plot shows the free energy profile of the simulated system corresponding to parameter
values from the anti-correlated region of the phase diagram. Again, we see a pronounced
minimum at the expected anti-correlated equilibrium position, but only a local maximum
at the proposed metastable state. If we compare the amplitude of the free energy of both
systems, we see, that this is smaller in the correlated case. The reason is the chosen values
of the χBR-parameter. In the correlated case, we choose χBR = 0, which is much closer
to the transition line of the mean-field phase diagram than the chosen χBR = −4 in the
anti-correlated case. This explains the observation, that the droplet moves slower to the
equilibrium position, if the system is close to the mean field transition line.

4.4 Non-Equilibrium System: Regulator Gradient by Diffu-
sion

In this section, we look at a non equilibrium system, where the regulator gradient is
generated by an diffusion mechanism. We will show, that the resulting phase diagram is
quantitatively dependent on the implemented dynamics. For certain dynamics, the non
equilibrium phase diagram coincidences with the equilibrium phase diagram of the droplet
states.

4.4.1 Non Equilibrium System with Exchange Dynamics

Here, we use the classical Kawasaki dynamics, where the particles can exchange places only
with neighboring particles [85, 119, 92]. In this study, we can identify two classes of steady
states, a anti-correlated state and a correlated state. Now, these are not equilibrium states,
because we have always a nonzero flux of the regulator material caused by the applied
boundary conditions. The fluxes of an example steady state are shown in fig. 4.11. All
discussed fluxes are the x-components of the actual fluxes, the y- and z-components are
not considered. This figure shows detailed flux properties, that decompose the flux of the
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Figure 4.10 – (a) Correlated state with χBR = 0. There is a very pronounced minimum of
the free energy at the maximum of the regulator distribution (green). (b) Anti-correlated
case with χBR = −4. Here, a local minimum is visible at the maximum of the regulator
distribution (green). The slightly different numbers of the free energy at the left and the
right boundary are caused by integrating over the fluctuations. We did not use a correction
algorithm, because this detail has no effect on the aim of the discussion. Regarding
the shown regulator distribution, the corresponding droplet is located near x = 0. The
droplet influences the regulator profile significantly in (b), because the attractive interaction
between the regulator and the solvent leads to a depletion of regulator in the droplet. In
(a), the interactions are weak and the droplet position has only minor influence on the
regulator profile. The parameters fixed are χAB = 4, χAR = 0, φ̄A = 0.05, φ̄R = 0.02,
α = 20, A = 1/2 and L = 256.
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Figure 4.11 – Profile of the partial fluxes for a correlated state. The parameters are
χAB = 4, χAR = 1, χBR = −1 φ̄A = 0.05, φ̄R = 0.02 and L = 256.

droplet material jA and the flux of the regulator jR into the contributions

j (x)A = j (x)AAB + j (x)AAR , (4.23)

j (x)R = j (x)RRB + j (x)RRA . (4.24)

The partial flux jiij describes the part of the flux ji corresponding to position changes
of particles of type i and type j. According to the construction of these partial fluxes,
jAAR = −jRAR, because they correspond to the same process using only different directions
of the particle change. The partial fluxes jAAB and jAAR have to be zero at the boundary,
because there are no corresponding exchanges possible through the wall. That means,
that the integral of this partial flux over the boxlength Lx also has to vanish. The partial
flux jRRB is directly driven by the boundary conditions. Because the regulator particles
can exchange position with both, solvent particles and droplet material particles, the
partial fluxes jAAR and jAAB are a indirect result of the boundary conditions. The values
of the partial fluxes jAAR and jRRB are proportional to the volume fractions. They can be
estimated with jAAR/φ̄A = jRRB/φ̄B in good approximation. The total flux of the droplet
material jA has to vanish in average in the steady state. To this end, the partial flux jAAR
is compensated by the flux jAAB, which also means that both partial fluxes have the same
absolute value. The reason for the high correlation between the partial fluxes is the high
sampling time and the dependence of the different dynamic moves on the lattice.
The phase diagram is shown in fig. 4.12. Now, this is not a thermodynamic phase diagram
like in section 4.3.2, but a compilation of the steady states of the system. If we compare the
two phase diagrams, we see that the same types of steady states are observed. The slope
of the transition line between the two types of states are also equal in good approximation.
The main difference between the phase diagrams is the significant constant shift of the
transition line. That leads to an extended region of correlated states of the phase diagram.
This can be explained with the stationary fluxes in the system. The net flux of the regulator
points to the place of anti-correlated steady states, because there is also the sink of the
regulator material. That means, that we have a partial flux jAAR in the opposite direction
(compare fig. 4.11), which transports droplet material to the region of the correlated
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Figure 4.12 – (left) The phase diagram of the droplet states in the χAR-χBR-plane is
obtained by Monte Carlo simulation. The blue points indicate states of a correlated droplet,
the red points indicate states of a correlated droplet. (right) Drift velocity of a droplet
in a regulator gradient. This study is done along a cut through the phase diagram at
χAR = 1. The blue points correspond to simulations with an anti-correlated initial state,
the red points to simulations with a correlated initial state. The error bars representing the
standard deviation, calculated from ten independent seeds of the corresponding simulation.
The parameters are χAB = 4, φ̄A = 0.05, φ̄R = 0.02 and L = 256.

stationary state. The steady state is now determined by the competition of the energetic
interaction and the flux of the droplet material. The net attraction of regulator and droplet
material has to be significantly stronger compared to the equilibrium system to overcome
the effect of the droplet material flux.
The right plot in fig. 4.12 shows the droplet velocity of a droplet which starts in a anti-
correlated position (blue) or a correlated position (red). For high negative χBR, the
anti-correlated state is stable, simulations with an anti-correlated initial state show a
resting droplet. In the other case, if χBR has a small negative value, the correlated state is
stable and no droplet movement is observed in simulations with a correlated initial state.
The region where both droplet velocities are close to zero corresponds to the transition
region between the two states.

4.4.2 Non Equilibrium System with Constrained Exchange Dynamics

In this study, we are using different dynamics than introduced in section 4.4.1. Now, the
regulator particles and droplet material particles can change their position only with a
neighboring solvent particle. These dynamics are still a type of Kawasaki dynamics, but
with this additional rule we enforce jRAR = jAAR = 0, which leads to

j (x)A = j (x)AAB , (4.25)

j (x)R = j (x)RBR . (4.26)

We call this dynamics constrained Kawasaki dynamics. The motivation for introducing
this dynamics is the assumption, that the regulator particles and droplet material particles
are much bigger than the solvent particles. This idea leads to the picture that one lattice
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Figure 4.13 – Profile of the partial fluxes for a correlated state. The partial flux jRRB is
directly driven by the boundary conditions. Although it looks constant in the plot, it shows
very small fluctuations of magnitude 10−9. The Flux jAAR is zero by construction. The
partial flux jAAB shows very small fluctuations of magnitude 10−9, which are not visible in
the plot. The parameters are χAB = 4, χAR = 1, χBR = −1 φ̄A = 0.05, φ̄R = 0.02 and
L = 256.

site is occupied by a regulator particle, a droplet material particle, or a number of solvent
particles in a coarse graining sense, if the model particles are of the same size in the lattice
model. In that case we expect that it is much easier to change the position of a regulator
particle or a droplet material particle with solvent particles, because the solvent particles
are of high mobility and can easily flow around the bigger particles. In contrast, it needs
much higher effort to switch the position of a droplet material particle and a regulator
particle directly, especially in crowded regions. We decided to model the limit case of an
impossible direct exchange of these particles. The partial steady state fluxes are shown in
fig. 4.13. As already mentioned, the only nonzero partial fluxes are jAAB and jRBR. Because
of the incompressibility of the system, jA = −jR, which we also get from fig. 4.13. Because
the walls in x-direction are hard walls for the droplet material, the flux of droplet material
has to vanish in the steady state. The right plot of fig. 4.14 shows the droplet velocities
of a droplet starting in a anti-correlated position (blue) or a correlated position (red).
For strong attractive χAR, the anti-correlated state is stable, the anti-correlated initial
states are resting during the simulation. In the case of higher χAR, the correlated states
are stable. The region, where both types of simulation are approximately resting can be
identified as the transition region and is consistent with the phase diagram presented in
the left figure of fig. 4.13.
The resulting phase diagram is shown in fig. 4.14. This is very similar to the phase diagram
in equilibrium. This observation is consistent to the interpretation of the phase diagram in
section 4.4.1. Here, the regulator flux can not directly drive a flux of the droplet material,
because of the suppressed partial flux jAAR. Thus, the stability of the steady state is only
affected by the energetic interactions, there is no flux contribution to this stability. This
can also be illustrated by considering the droplet material particles. From the perspective
of these particles, the steady state looks like an equilibrium state, because they see the
regulator gradient but experience no flux.
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Figure 4.14 – (left) The phase diagram of droplet position in the χAR-χBR-plane is obtained
by Monte Carlo simulation. The blue points indicate states of correlated droplet positions,
the red points indicate states of anti-correlated droplet positions. The analytic transition
line of the simplified mean field theory is included for comparison. (right) Drift velocity of
simulations with a anti-correlated initial state (blue) and a correlated initial state (red).
The color bars indicate the standard deviation of ten independent seeds of the respective
simulations. Moving states for χAR > 3 are not considered, because they are not drifting,
the droplets are dissolve and recondensate at the stable position. The Measured velocities
are a magnitude higher and the transition region would be less visible. The parameters are
χAB = 4, φ̄A = 0.05, φ̄R = 0.02 and L = 256.

For this limit case of the Kawasaki dynamics, which allows exchanges between A-particles
and solvent or regulator and solvent only, the stability of steady states can be completely
understood with the knowledge of the equilibrium system. The role of the non equilibrium
character of this system seems to be reduced to the creation of the regulator gradient.
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5 Conclusions and Outlook

5.1 Summary of the Physical Behavior of the Inhomoge-
neous System

In this thesis, we investigated the positioning of droplets in an inhomogeneous environment.
To this end, we employed a simple ternary model of the liquid system. Two components A
and B showed a classical liquid-liquid phase separation into a A-rich phase and a B-rich
phase. The third component, the regulator, mixed with both phases. This third component
also defined the inhomogeneity of the environment by establishing a non zero concentration
gradient in the system. We considered only chemical inhomogeneities. The concentration
gradient was maintained by either an external potential, which effects only the regulator
material, or a diffusion mechanism driven by specific asymmetric flux boundary conditions.
In chapter 3 we introduced a mean field formulation of the inhomogeneous ternary liquid
system. We used a Flory-Huggins type of free energy density, which was based on a lattice
model of the system to calculate the entropic contribution to the free energy and regarded
only short ranged interactions between the components. In this mean-field formulation, the
gradient was maintained by an external potential on the regulator to obtain equilibrium
states. This external potential caused a direct spatial dependency of the free energy density.
Because of this spatial inhomogeneity, all the volume fractions, which are describing the
composition of the system, were dependent on the spatial coordinate. We considered
only a one dimensional system, where the external potential and the regulator gradient is
dependent on the spatial coordinate x. The equilibrium states were obtained by solving
the Euler-Lagrange equation corresponding to the free energy functional of the complete
spatial system. The solutions showed two coexisting solutions, an anti-correlated solution,
where the droplet is placed at low regulator concentration, and a correlated solution, where
the droplet is placed at high regulator concentration. By changing the designated control
parameter χBR, we obtained two branches of the total free energy, one branch for each
solution. These two branches intersect at one point defining the transition point χ∗BR and
indicating a discontinuous phase transition between the anti-correlated and the correlated
state. We also defined a order parameter measuring the correlation between two volume
fraction fields. This order parameter shows a jump at the transition point, which is also
consistent with a discontinuous phase transition there. To summarize the behavior of the
mean field model, we built a phase diagram of the ternary system.
We repeated this studies for a system without hard wall boundary condition. We used
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periodic boundary conditions and a periodic external potential to model a not finite system
and exclude the effect of the walls. We obtained very similar results compared to the finite
system. We concluded that the correlated-anti-correlated phase transition is an intrinsic
effect of the inhomogeneous liquid system with imposed regulator gradient.
We considered also a simple analytic approach to the mean field model. In that approach
we used ansatz profiles for the equilibrium volume fraction profiles that were adapted from
the minimization of the free energy. With this ansatz profiles we discussed the free energy
functional. This approach led to the same qualitative results as the minimization of the
free energy. For φ̄A = 0.5 we obtained even quantitatively exact results. This approach
showed that the correlated-anti-correlated phase transition is most likely driven by the
energetic interactions between the particles.
In chapter 4 we investigated the ternary lattice model with fluctuations. To this end, we
used Monte Carlo simulations to obtain the stationary states of the system. In a first
scenario we used an external potential on the regulator to maintain the regulator gradient.
Depending on the value of the control parameter χBR, we observed a anti-correlated
state or a correlated state. The transition between these two states occurred at the same
value χ∗BR as in the mean field theory in good approximation. We were not able to give
evidence if this process is also a discontinuous phase transition. The free energy along
a reaction coordinate between the two states showed no signature of the existence of a
metastable state. Nevertheless, the minimum of this free energy is consistent with the
observed stationary state.
We also investigated the dynamics of the droplet into the stationary state. Two dynamics
were observed. For small amounts of regulator particles in the droplet, the droplet performed
a drift movement to its stationary state. Above a certain threshold of regulator material
in the droplet, the droplet dissolved and recondensates at the stationary position. The
amount of regulator particles in the droplet is mostly determined by the control parameter
χBR.
We also considered a non equilibrium system, where the regulator gradient was maintained
by a diffusion mechanism and asymmetric boundary conditions. This asymmetric boundary
conditions were a semipermeable wall at one side of the simulation box which can be passed
by regulator particles. If a regulator particle passed this wall, it was placed on the other
side of the simulation box. This mechanism allowed a one directional diffusion driven flux
while keeping the number of particles strictly constant. We observed a transition between
an anti-correlated state and a correlated state in this system, but the transition line was
significantly shifted compared to the equilibrium studies. This shift was caused by the
coupling between the regulator flux and the flux of the droplet particles. It is known, that
fluxes can have quantitative influence on a phase diagram like shown for the lattice gas
model in [90]. Turning off this coupling led to a transition line equal to the equilibrium
case in good approximation. The origin of the regulator gradient does not have a major
role for the positioning of droplets, the existence of the gradient governs the transition
between the two positions.
Considering the introduced questions in chapter 1 we can summarize:

1. In C. elegans’ one cell stage embryo a gradient of a chemical component regulates
the positioning of the P granules at one side of the cell. Treating the multicomponent
cytoplasm as a one component solvent we can ask for the distribution of the chemical
components in the system. This is closely related to the question for a minimal model
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of the liquid system, that still shows the localization of droplets.

We have shown, that the effect of droplet positioning can be observed in a ternary
liquid model. This works even for the generic interactions included in the Flory-
Huggins approach, there was no need of introducing selective interactions. It became
clear, that the regulator gradient itself is the key feature that makes the droplet
positioning possible.

2. Are there stationary positions of droplets and what is the influence of the energetic
interactions to these positioning? Do droplets prefer regions of high regulator con-
centration (correlated) or low regulator concentration (anti-correlated)? If such a
stationery position exists, there are at least two qualitatively different possible dynam-
ics of the droplet to reach this position. The droplet can simply drift to the stable
position or it can dissolve and reassemble at the stationary positions. Can these
dynamics be reproduced in the model and what determines the observed dynamics?

The mean field approach showed that the correlated state and the anti-correlated state
are coexisting. One of the states is stable, the other possibly metastable. The stability
is governed by the interactions of the regulator with the other components. The
stable states could be also confirmed by Monte-Carlo simulations. These simulations
also showed, that two types of dynamics into the steady state are possible. If the
droplet contains a low amount of regulator material, it was drifting to the stable
state. Beyond a certain threshold of regulator material in the droplet the droplet
dissolved and recondensated at the respective stationary position. The amount of
regulator material inside the droplet was controlled by the interactions between the
regulator and the other components.

3. It is possible to investigate equilibrium models or non equilibrium models of the system
with a regulator gradient. What are the differences or similarities of the results from
these models regarding the droplet positioning?

Qualitatively, the equilibrium system and the non equilibrium system behave very
similar regarding the stable states. In both systems correlated and the anti-correlated
states are observed. The value of the Flory-Huggins parameter at the transition line
between these two states changed if a coupling between the regulator flux and the
flux of the droplet material were allowed. There existed one special dynamics of
the particles for which this difference of the transition lines vanished and the non
equilibrium phase diagram overlapped with the equilibrium phase diagram. This was
observed, if regulator particles and droplet particles (A-particles) can not exchange
places on the lattice during the simulation.

5.2 Outlook and Discussion of an Proposed Experimental
Realization

Possible experimental setup.

An experimental investigation of the positioning of droplets can be possibly realized by
employing the microfluidic framework. An abstract sketch of such a microfluidic unit is
shown in Fig. 5.1. The central chamber contains the droplet material and a solvent. This
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Figure 5.1 – Very abstract form of a experimental unit to investigate the positioning of
droplets. The central chamber contains the droplet material and solvent. This chamber is
also semipermeably connected to a reservoir of high regulator concentration and a reservoir
of low regulator concentration, which will cause the gradient by diffusion. The droplet
material can not pass through this semipermeable connections.

central chamber is semipermeably connected to a reservoir of high regulator concentration
at one side and a reservoir of low regulator concentration on the other side. This leads
to a regulator gradient by diffusion. The droplet forming material can not enter the two
reservoirs. A commonly used phase separating system is PEG in water. The semipermeable
membrane between the reservoirs and the central chamber can make use of the much larger
size of the PEG molecules compared to the solvent molecules and regulator molecules
to arrest it in the central chamber. A possible regulator for this system can be salt, it
is known that salts have an effect on the PEG/water phase diagram [99, 181, 118]. The
regulator reservoirs can be implemented as a flow of the respective regulator solution in
contact with the semipermeable membrane. This way a constant reservoir concentration
can be maintained without having the central chamber in direct contact with a very big
reservoir chamber.
This setup can investigate the non equilibrium system. Experimental investigation of the
equilibrium system is potentially more challenging. We propose the use of magnetic salts
in the PEG/water/salt system. The corresponding external potential could then be the
magnetic field of a NMR-device. With that it would be also possible to have quasi complete
control over the established regulator gradient.

Outlook.

There are different points in which this project can be extended into further projects. The
first important point is the dimensionality of the mean field model. The droplet character
of the high concentrated A phase can be included considering a three dimensional system.
This three dimensional system can be parameterized by two parameters if the system has
cylinder symmetry. This is reasonable because the droplet has rotational symmetry in very
good approximation and we are majorly interested in external potentials with one distinct
spatial direction. For the mathematics this is a direct extension of the presented model,
the same framework can be used. The major difference is, that for the 3D-model a partial
differential equation has to be solved to obtain the stationary points of the functional.
Another important question is the existence of metastable states. With the computation
and discussion of the second variation of the free energy it would be possible to identify
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metastable and not stable branches of the free energy. This could also help finding the
transition state of the correlated-anti-correlated phase transition and finding the Gibbs
loop of this transition.
A third point is the investigation of the dynamics in the mean field system, e.g. by a Cahn
Hilliard approach. With this tool it is possible to model the equilibrium system as well as
the non equilibrium system. It can give also insight to possible transient states and the
dynamics to the stationary states. Furthermore, this approach provides a better connection
with the Monte Carlo simulations and the proposed experiments.
Of course, it is also possible to extend the Monte Carlo simulations presented in this thesis.
One important question is, if the size of the involved particles effect the positioning of
the droplets. A polymer-like character of the droplet material occurs in the proposed
experiments with the PEG/water/salt system and in the biological example of the C.
elegans one cell stage embryo. It is also possible to consider more specific interaction or
even competitive binding mechanisms like employed in [143]. This path would lead to
simulations closer to the biological system of the C. elegans embryo.
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A Mean Field

A.1 Exchange Chemical Potential in a Lattice Model

The thermodynamic definition of the chemical potential of component i using the free
energy F (Ni, V, T ) is

µtherm
i = ∂F

∂Ni

∣∣∣∣
Nj 6=Ni,V,T

. (A.1)

The free energy is dependent on the number of particles Ni, the total volume V and the
thermodynamic temperature T . This definition can not be used for an incompressible
lattice model, because the number of particles and the total volume is no longer independent
in that case. In detail, the total volume is

V =
∑
i

νiNi. (A.2)

Here, νi is the molecular volume of component i, which describes how many lattice sites
are occupied by one particle of type i. This relation also says, that only M − 1 particle
numbers are independent in an M -component system. We consider the last number of
particles NM to be dependent on the other

NM = 1
νM

(
V −

M−1∑
i

νiNi

)
. (A.3)

The free energy of this lattice model is F (N1, ..., NM1 , NM (N1, ..., NM−i), V, T ). Now we
define a exchange chemical potential for component i. We also change the interval of the
indices to i, j ∈ [1,M − 1]

µi = ∂F

∂Ni

∣∣∣∣
Nj 6=Ni,V,T

. (A.4)

This exchange potential describes the energetic change, if the identity of an i-particle is
changed to a M -particle and vice versa. With the definition of the lattice free energy, this
exchange potential becomes

µi = ∂F

∂Ni
− νi
νM

∂F

∂NM
. (A.5)
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A.2 Derivation of the Flory-Huggins Free Energy of Mixing
from Principles of Statistical Physics

In this section, we will derive the Flory-Huggins free energy of mixing with general principles
of statistical physics. We will start with a binary system before we show the derivation of
the ternary free energy of mixing. All considered systems are modeled as lattice models
using a simple cubic lattice.

A.2.1 Binary System

In the lattice model of the binary system each lattice site is occupied by an A-particle
or a B-particle. There are no vacancies, the lattice is completely filled with these two
components. The hamiltonian of this lattice model is

H = 1
2
∑
ij

(
JAAij sisj + JBBij (1− si)(1− sj) + JABij (si(1− sj) + sj(1− si))

)
= 1

2
∑
ij

(
Jijsi(1− sj) + siJ

AA
ij + (1− sj)JBBij

)
.

(A.6)

At this point, we consider the canonical ensemble, which means, that the amount of
particles of each component is constant, the number of total lattice sites, which correspond
to the total volume of the system, is constant and the system is in equilibrium with a
heat bath of temperature T . The indexes i and j indicate the respective single lattice
site of the considered lattice. The operator si is 1, if the lattice site i is occupied by
an A-particle, otherwise it is 0. The parameter Jαβij is the interaction of an α-β-pair of
particles on lattice sites i and j. Because we are considering isotropic nearest neighbor
interactions, Jαβij is Jαβ if the particles i and j are nearest neighbors and 0 otherwise. We
also neglect the linear terms of the hamiltonian here, because they do not effect the phase
separation. The second line of eq. (A.6) is an equivalent rearrangement of the first line
with Jij = 2JABij − JAAij − JBBij . For the derivation of the Flory-Huggins free energy we use
a linearized hamiltonian applying the mean field approximation. In this approximation, the
environment of a lattice site is modeled by the average of the occupation operator, which is
equal to the volume fraction φ̄A of component A, because all lattice sites are of the same
volume. Applying the mean field argument, we get (sj)MF = 〈sj〉 = φ̄A. Furthermore,
because we consider only nearest neighbor interactions, we can use

∑
i

∑
j∈NN instead of

the double sum sumij . Now the inner sum includes only the nearest neighbors NN . The
mean field hamiltonian is

HMF = 1
2
∑
i

∑
j∈NN

(
Jijsi(1− φ̄A) + JAAij si + JBBij (1− φ̄A)

)
= ζ

2(1− φ̄A)J︸ ︷︷ ︸
=C

∑
i

si + ζ

2
(
JAA − JBB

)
︸ ︷︷ ︸

=D

∑
i

si.
(A.7)

The parameter ζ is the coordination number of the lattice. The second line of eq. (A.7)
uses Jαβ instead of Jαβij , because the interaction is not spatial dependent, it is equal for
each nearest neighbor pair α-β. For further calculations, we use a lattice interpretation of
the great canonical ensemble, where the total number of lattice sites N is constant. The
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number of A-particles NA can be changed, which also determines the number of B-particles
with N = NA + NB. The system is in equilibrium with a bath at temperature T and
chemical potential µA. This chemical potential is a relative chemical potential and related
to the common chemical potential µ̃σ with µA = µ̃A − µ̃B [8]. The hamiltonian of this
system is

H f
g,MF = (C +D − µA)

∑
i

si. (A.8)

We will call this ensemble grand canonical ensemble during the presented derivation. With
this hamiltonian, we can compute the grand canonical partition sum, which reads

Zg,MF =
N∑

NA=0

∑
{sk}′

e−β(C+D−µA)
∑

i
si

=
(
1 + e−β(C+D−µA)

)N
.

(A.9)

Here, β is the inverse temperature. The grand canonical partition sum includes all possible
particle numbers NA with their corresponding configurations {sk}′ on the lattice. The
second line of eq. (A.9) is obtained, because all lattice sites can be regarded as independent
of each other in the mean field theory. The grand canonical potential can be computed
straight forward using this partition sum

ΩMF = − 1
β

lnZ f
g,MF

= −N
β

ln
(
1 + e−β(C+D−µA)

)
.

(A.10)

To obtain the free energy of the system we compute the Legendre-transformation [161, 2]
of the grand canonical potential. This transforms the chemical potential µA to the volume
fraction φ̄A.

FMF = ΩMF − µA∂µAΩMF

= ΩMF + µA
β
∂µA lnZg,MF.

(A.11)

The partial derivative of the logarithm of the partition sum can be computed using eq. (A.9).
The average of the sum of the occupation operator 〈

∑
i si〉 = φ̄AN can also be related to

the derivative of the partition sum 〈
∑
i si〉 = (1/β)∂µA lnZ f

g,MF. Using this relations, the
chemical potential in eq. (A.11) can be eliminated. The resulting free energy per lattice
site reads

βFMF
N

= φ̄A ln φ̄A + (1− φ̄A) ln(1− φ̄A) + ζβ

2 J︸ ︷︷ ︸
=χAB

φ̄A(1− φ̄A) + βφ̄AD. (A.12)

This is the total free energy. To obtain the free energy of mixing, we have to compute also
the free energy of the initial state, which is the state of pure components where the particles
are collected on two different lattices. One lattice is completely filled with A-particles, the
other with B-particles. We use a reduced hamiltonian to describe this system neglecting
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all zero mixed terms.

Hpure = 1
2
∑
ij

(
JAAij sisj + JBBij (1− si)(1− sj)

)
. (A.13)

Now, the indices i and j count the lattice sites of the lattice of A-particles first, than the
lattice sites on the lattice on B-particles. With this choice of counting we keep the range
of i and j from 1 to N . We apply the mean field approximation also on the initial state.
The mean field hamiltonian reads

Hpure
MF = γ

2
(
JAA − JBB

)
︸ ︷︷ ︸

=D

∑
i

si. (A.14)

We obtain the same expression D as in the complete hamiltonian eq. A.7. Because
the hamiltonian is much simpler for the initial state, we can calculate the free energy
directly without taking the path through the grand canonical ensemble. The canonical
partition sum of the initial state is Zpure

MF =
(
e−βD

)NA , which leads to the free energy
F pure

MF = −(1/β) lnZpure
MF = NAD. With this result, we can compute the Flory-Huggins free

energy of mixing

fFH = βFMF
N

− βF pure
MF
N

,

= φ̄A ln φ̄A + (1− φ̄A) ln(1− φ̄A) + χABφ̄A(1− φ̄A).
(A.15)

A.2.2 Ternary System

In this subsection, we start with the hamiltonian of a three component lattice system. With
that hamiltonian, we can compute the grand canonical potential, which can be transformed
to the free energy applying Legendre-transformation. We consider a thermodynamic
ensemble with constant total lattice sites N . The number of A- and R-particles NA

and NR can be changed, which determines the number of particles of the remaining
component B with N = NA +NB +NR. The system is in equilibrium with a heat bath
of temperature T and a particle bath of chemical potential µ̃A and µ̃R. This ensemble is
a lattice interpretation of the grand canonical ensemble, we will call it grand canonical
ensemble during the derivation. The hamiltonian of the grand canonical three component
lattice system is

Hg = 1
2
∑
ij

(
JAAij PAi P

A
j + JBBij PBi P

B
j + JRRij PRi P

R
j

+ JABij

(
PAi P

B
j + PAj P

B
i

)
+ JARij

(
PAi P

R
j + PAj P

R
i

)
+ JBRij

(
PBi P

R
j + PBj P

R
i

))
+
∑
i

((
µ̃A + ŨA

)
PAi +

(
µ̃B + ŨB

)
PBi +

(
µ̃R + ŨR

)
PRi

)
= 1

2
∑
ij

(
JAAij PAi P

A
j + JBBij PBi P

B
j + JRRij PRi P

R
j

+ JABij

(
PAi P

B
j + PAj P

B
i

)
+ JARij

(
PAi P

R
j + PAj P

R
i

)
+ JBRij

(
PBi P

R
j + PBj P

R
i

))
+
∑
i

(
(µA + UA)PAi + (µR + UR)PRi

)
.
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(A.16)

Because we consider only isotropic nearest neighbor interactions, the interaction parameter
Jστij is Jστ , if i and j are nearest neighbors and 0 otherwise. We split the linear field
terms into the chemical potential µ̃σ and an external potential Ũσ. In the last expression,
we introduced the relative chemical potentials µσ = µ̃σ − µ̃B and the relative external
potentials Uσ = Ũσ − ŨB using 1 = PAi + PBi + PRi and neglecting the constant terms. We
introduce the external potential Uτ here, because we consider a three component liquid
systems with an external potential UR in our studies. This hamiltonian is also discussed
in [149, 150]. The operators P τi are 1, if lattice site i is occupied by an τ -particle and
0 otherwise. This occupation operators are not independent, because each lattice site is
occupied by exactly one particle. To this end, we introduce new operators, which are
defined as a combination of the occupation operators:

Θi = PAi + PRi ,

∆i = PAi − PRi .
(A.17)

The operator Θi is 0, if the lattice site i is occupied by an B-particle, otherwise it is 1. The
operator ∆i on lattice site i is 1 for A-particle, −1 for a R-particle and 0 for a B-particle.
The B-occupation operator can be substituted with PBi = 1− PAi − PRi = 1−Θi. With
these parameters, the hamiltonian reads

Hg = 1
2
∑
ij

(KijΘ + Jij∆i∆j + Lij (∆iΘj + ∆jΘi)) +
∑
i

Hi∆i +
∑
i

DiΘi, (A.18)

where

Kij = 1
4
(
JAAij + JRRij + 2JARij

)
+
(
JBBij − JABij − JBRij

)
,

Lij = 1
4
(
JAAij − JRRij

)
+ 1

2
(
JBRij − JABij

)
,

Jij = 1
4
(
JAAij + JRRij − 2JARij

)
,

Di = 1
2 (µA + µR + UA + UR) + 1

2
∑
j

(
JABij + JBRij − 2JBBij

)
,

Hi = 1
2 (µA − µR + UA − UR) + 1

2
∑
j

(
JABij − JBRij

)
.

(A.19)

Now, we will apply the mean field theory to linearize the hamiltonian. To this end,
we will replace the operators on position j by their homogeneous averages, explicitly
Θj,MF = 〈Θ〉 =

(
φ̄A + φ̄R

)
and ∆j,MF = 〈∆j〉 =

(
φ̄A − φ̄R

)
. Because we consider only

nearest neighbor interactions, we can replace the inner sum with
∑
j =

∑
j∈NN, where NN

indicates the nearest neighbors of a lattice site. We also regard the interactions as isotropic,
so that we can replace Jστij = Jστ , the same logic is applied to Kij , Lij , Jij , Di and Hi.
Note, that the sum in Di and Hi is replaced by the coordination number ζ of the lattice,
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because of the nearest neighbor summation. The terms of the mean-field hamiltonian are:∑
ij

KijΘiΘj


MF

= Kζ
(
φ̄A + φ̄R

)∑
i

Θi,∑
ij

∆i∆j


MF

= Jζ
(
φ̄A − φ̄R

)∑
i

∆i,∑
ij

Lij (∆iΘj + ∆jΘi)


MF

= Lζ
(
φ̄A + φ̄R

)∑
i

∆i + Lζ
(
φ̄A − φ̄R

)∑
i

Θi.

(A.20)

The obtained mean field hamiltonian reads

Hg,MF = B
∑
i

∆i + C
∑
i

Θi, (A.21)

where

B = 1
2Jζ

(
φ̄A − φ̄R

)
+ 1

2Lζ
(
φ̄A + φ̄R

)
+H,

C = 1
2Kζ

(
φ̄A + φ̄R

)
+ 1

2Lζ
(
φ̄A − φ̄R

)
+D.

(A.22)

With this hamiltonian we can compute the grand canonical partition sum of the mean-filed
system

Zg,MF =
N∑

NA=0

N−NA∑
NR=0

∑
{∆i,Θi}′

e−βHg,MF

=
∑
{∆i,Θi}

e−βHg,MF

=
∏
i

∑
∆i,Θi

e−βB∆i−βCΘi

= (
∆i=Θi=0︷︸︸︷

1 +

∆i=Θi=1︷ ︸︸ ︷
e−βB−βC +

∆i=−1,Θ=1︷ ︸︸ ︷
eβB−βC )N

= (1 + 2e−βC cosh (βB)︸ ︷︷ ︸
=Z1

g,MF

)N

(A.23)

The expression {∆iΘi}′ counts all constrained configurations with the respective particle
numbers NA and NR. If the dash is missing, this constrain has not to be fulfilled. To
obtain the third line, we write the sum in the Hamiltonian as a product. This is possible,
because all lattice sites are independent in the mean field theory. We call the quantity
Z1
g,MF the one particle grand canonical partition sum of the mean field system. The grand

canonical potential is

ΩMF = − 1
β

lnZg,MF,

= −N
β

lnZ1
g,MF.

(A.24)
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The free energy is computed as the Legendre-transformed grand canonical potential
transforming the natural variable from µi to φ̄i. The free energy is

FMF = ΩMF − µA∂µAΩMF − µR∂µRΩMF,

= ΩMF + µANA + µRNR,

= ΩMF +N
(
µAφ̄A + µRφ̄R

)
.

(A.25)

For the algebraic procedure it is convenient to calculate φ̄A + φ̄R, φ̄A− φ̄R and 1− φ̄A− φ̄R
obtaining

φ̄A − φ̄R = 2
Z1
g,MF

e−βC sinh (βB) ,

φ̄A + φ̄R = 2
Z1
g,MF

e−βC cosh (βB) ,

1− φ̄A − φ̄R = 1
Z1
g,MF

.

(A.26)

With this we obtain the relations

βB = 1
2 ln φ̄A

φ̄R
,

βC = ln
(
1− φ̄A − φ̄R

)
− 1

2 ln φ̄A −
1
2 ln φ̄R.

(A.27)

We are still missing explicit expressions of the relative chemical potentials. To this end we
do minor reformulations of the terms D, H, B and C:

D ≡ 1
2 (µA + µR) +D′,

H ≡ 1
2 (µA − µR) +H ′,

B ≡ B′ +H ′ + 1
2 (µA − µR) ,

C ≡ C ′ +D′ + 1
2 (µA + µR) .

(A.28)

With eq. (A.28) and eq. (A.27) we can compute the explicit expressions of the relative
chemical potentials

µA = −
(
C ′ +D′ +B′ +H ′

)
− 1
β

ln
(
1− φ̄A − φ̄R

)
+ 1
β

ln φ̄A,

µR = −
(
C ′ +D′ −B′ −H ′

)
− 1
β

ln
(
1− φ̄A − φ̄R

)
+ 1
β

ln φ̄R.
(A.29)

With this explicit relative chemical potentials, we can compute the explicit relation of the
free energy per lattice site using eq. (A.25) obtaining

βFMF
N

=

entropic contribution︷ ︸︸ ︷
φ̄A ln φ̄A + φ̄R ln φ̄R +

(
1− φ̄A − φ̄R

)
ln
(
1− φ̄A − φ̄R

)
+ E

(
D′, C ′, B′, H ′

)︸ ︷︷ ︸
energetic contribution

,
(A.30)
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where the energetic contribution is

E = χARφ̄Aφ̄R + χABφ̄A
(
1− φ̄A − φ̄R

)
+ χBRφ̄R

(
1− φ̄A − φ̄R

)
+ φ̄AUA + φ̄RUR + Emix,

Emix = ζJAAφ̄A + ζJRRφ̄R + ζJBB
(
1− φ̄A − φ̄R

)
+ ζJBB︸ ︷︷ ︸

offset

.

(A.31)

At this point we have introduced the Flory-Huggins interaction parameters χστ =
βζ
2 (2Jστ − Jσσ − Jττ ). The constant contribution in Emix is neglected, because it does
not have a physical effect. The remaining linear contributions in Emix are canceled when
subtracting the energy of the pure reference states . The free energy of the pure state
is βF pure

MF = Emix, because the purely filled lattices have zero entropy. The resulting free
energy density of mixing is

f0 = β (FMF − F pure
MF )

a3N
= φ̄A ln φ̄A + φ̄R ln φ̄R +

(
1− φ̄A − φ̄R

)
ln
(
1− φ̄A − φ̄R

)
+ χARφ̄Aφ̄R + χABφ̄A

(
1− φ̄A − φ̄R

)
+ χBRφ̄R

(
1− φ̄A − φ̄R

)
+ φ̄AUA + φ̄RUR.

(A.32)
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A.3 Relation Between the Interfacial Parameter and the
Flory-Huggins Interaction Parameter for a Three Com-
ponent System

To derive the relation between the Flory-Huggins interaction parameters and the gradient
parameters, we start from the local mean field free energy on the lattice and calculate the
continuum limit of this free energy as shown in reference [142] for a binary system. The
local free energy density of the three component system is derived in [149, 150] using a
mean-field approximation:

βF =
∑
i

(
φAi lnφAi + φRi lnφRi +

(
1− φAi − φRi

)
ln
(
1− φAi − φRi

))
+ 1

2
∑

i,j with i 6=j

(
JABij φAi

(
1− φAj − φRj

)
+ JBRij φRi

(
1− φAj − φRj

)
+ JARij φAi φ

R
j

)
.

(A.33)

The indices i and j indicate the positions on the lattice. The first line describes the entropy
of the mixture, the second line contains the energetic part of the free energy. It describes
the non-local interactions between neighboring lattice sites. Each contribution is local. In
the next steps we compute the continuum limit. In case of the entropic contribution, we
can simply replace φτi → φR(x). In case of the energetic contributions, we rearrange the
terms leading to:

βF =
∑
i

(
φAi lnφAi + φRi lnφRi +

(
1− φAi − φRi

)
ln
(
1− φAi − φRi

))
+ 1

2
∑

i,j with i 6=j

(
JABij φAi

(
1− φAj

)
+ JBRij φRi

(
1− φRj

)
+
(
JARij − JABij − JBRij

)
φAi φ

R
j

)
. (A.34)

Each contribution can be written as:

JABij φAi

(
1− φAj

)
= 1

2J
AB
ij

((
φAi − φAj

)2
−
(
φAi

)2
−
(
φAj

)2
+ 2φAi

)
(A.35)

JBRij φRi

(
1− φRj

)
= 1

2J
BR
ij

((
φRi − φRj

)2
−
(
φRi

)2
−
(
φRj

)2
+ 2φRi

)
(A.36)(

JARij − JABij − JBRij
)
φAi φ

R
j = 1

2
(
JARij − JABij − JBRij

) (
φAi φ

R
i + φAj φ

R
j

−
(
φAi − φAj

) (
φRi − φRj

))
. (A.37)

We can identify the Flory-Huggins interaction parameter as χτσ = 1
2
∑
j J

τσ
ij . In the

continuum limit the differences of neighboring volume fractions can be mapped to the
gradient of the respective volume fraction

(
φσi − φσj

)
→ a∇φσ. The replacement of the

interaction parameters and the simple limit of the gradient of the volume fraction is
obtained by considering only nearest neighbor interactions. We finally obtain the free
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energy

F =
∫
dr

(
f0 (r) /a3 + κA

2 |∇φA (r) |2 + κR
2 |∇φR (r) |2 + κ

2∇φA (r)∇φR (r)
)
,

(A.38)

where

f0 =φA (r) lnφA (r) + φR (r) lnφR (r)
+ (1− φA (r)− φR (r)) ln (1− φA (r)− φR (r))
+ χARφA (r)φR (r) + χABφA (r) (1− φA (r)− φR (r))
+ χBRφR (r) (1− φA (r)− φR (r)) , (A.39)

The gradient coefficients are κσ = χσB/a and κ = (χAR − χAB − χBR) /a.
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A.4 First Order Form of the Euler-Lagrange equation

The matrix form of the Euler-Lagrange equations is

~φ′′ = M−1~h =
(
h̃R
h̃A

)
. (A.40)

for the numeric analysis of this system, we use the inbuilt MATLAB solver bvp4c, which is
able to solve first order systems of differential equations. To this end, we will rewrite the
second order system into a first order system. Furthermore, we will include the Lagrange
multipliers as additional functions to the system to not have to deal with unknown
parameters in the numeric calculation. All this is done by defining a new set of eight
functions, which are

y1 = φR

y2 = φ′R

y3 = φA

y4 = φ′A

y5 = λR

y6 =
∫ x

0
φRdx

′

y7 = λA

y8 =
∫ x

0
φAdx

′.

(A.41)

By differentiating this system of equation once, we obtain

y′1 = y2wR −
∂f

∂φ′R

∣∣∣∣∣
x=0

y′2 = h̃RwR + ∂f

∂φ′R

∣∣∣∣∣
x=1

y′3 = y4wA −
∂f

∂φ′A

∣∣∣∣∣
x=0

y′4 = h̃AwA + ∂f

∂φ′A

∣∣∣∣∣
x=1

y′5 = 0
y′6 = y1

y′7 = 0
y′8 = y3

↔

0 = wR −
∂f

∂φ′R

∣∣∣∣∣
x=0

0 = wR + ∂f

∂φ′R

∣∣∣∣∣
x=1

0 = wA −
∂f

∂φ′A

∣∣∣∣∣
x=0

0 = wA + ∂f

∂φ′A

∣∣∣∣∣
x=1

0 = y6(0)
0 = y6(1)− φ̄R
0 = y8(0)
0 = y8(1)− φ̄A.

(A.42)

The first four boundary conditions are derived from the minimization of the free energy
functional, the remaining four boundary conditions can be obtained from the normalization
of the volume fraction profiles. Mathematically, the Lagrange multiplier is a constant
parameter for each problem, which makes the derivative of y5 and y7 trivial. This first order
problem contains exactly the same information as the constrained second order problem,
they are physically equivalent.

95



Appendix A. Mean Field

φ
i

x

0

0.5

1

0 0.5 1

φ̄i

φ̂i

Figure A.1 – Simple sketch for illustrating the procedure of finding the reference profile
used for the normalization of the order parameter ρij . The dashed line indicates the level
of the average volume fraction of the component i. The solid black line shows an example
profile of the considered class, which is a step function and jumps from some constant
value to zero. The calculation shows, that the profile that jumps from 1 to 0 possesses the
maximal variance within this class and is thus considered as the reference profile.

A.5 Normalization of the Order Parameters

Our aim is to define a normalization, that provides the highest absolute values of the order
parameter for profiles that are perfectly demixed. The order parameter reads

ρij = N〉|
∫ L

0

(
φi − φ̄i

) (
φj − φ̄j

)
dx, (A.43)

where N〉| is the normalization of the respective order parameter. We have already identified
this order parameter as a kind of a covariance. One established way to normalize the
covariance is the normalization by the variances of the variables, obtaining the correlation
factor [135]. This normalization is not beneficial in our case, because it reaches the
maximum value, if the two variables are linearly dependent. In general, this is not the
case in the demixed region of the phase diagram. Furthermore, an approximately linear
dependency is observed for mixed equilibrium states, because the regulator profile is linear
in that case and the droplet material aligns to this gradient. The introduction of the
correlation factor would highlight mixed states, while demixed states are of low absolute
value and hardly distinguishable in the color-coded phase diagram. Instead of using the
actual variance for normalization, we will use a maximum variance corresponding to an
ideally demixed profile comparable to the resulting volume fraction profiles.
The reference profile is illustrated in fig. A.1. For obtaining the reference profile we
considered a class of profiles that is comparable to the profiles obtained from the free
energy minimization. That means, that the minority A-phase has a volume fraction of 0
and the majority A-phase of 1. The position of the jump varies. If we do not consider
this constraint of the minimum and maximum volume fraction, we obtain a maximum
variance for a jumps at x = L/2 from 0 to 2φ̄i. This is not related to the profiles we
obtain generally from the numeric calculation, which motivates us to apply the additional
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constraint. Because the average volume fraction is given, the parameters are connected by
εφ̂i = Lφ̄i, where ε ∈

[
Lφ̄i, L

]
to maintain φ̄i < 1. The variance of this profile is

σ2
i = 1

L

∫ L

0

(
φi − φ̄i

)2
dx = φ̄i

(
L

ε
− 1

)
. (A.44)

This variance has a monotonic behavior and thus no local minimum. The global minimum
of this expression is obtained for the minimum value of ε

σ2
i,max = φ̄i

(
1− φ̄i

)
. (A.45)

Because we are already mentioned, that the reference profile should jump from 0 to 1, this
calculation should only verify, that such a profile is consistent with a maximum of the
variance. This result is used to calculate the normalization

Nij = 1
σi,maxσj,max

= 1√
φ̄i
(
1− φ̄)i

)√
φ̄j
(
1− φ̄j

) . (A.46)
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A.6 Influence of the Shape of the Regulator Gradient on
the Transition Point

In this section we will shortly discuss the influence of the potential strength s on the
transition between the correlated and the anti-correlated equilibrium states. Fig. A.2(a)
shows the transition point in dependency of s for three different φ̄A. This transition point
is observed for all values of s with exception s = 0. The data suggest, that a nonzero
external potential is essential for the transition. There is no evidence, that there exists a
critical value of s, which has to be overcome first to observe the transition. In Fig. A.2(b),
the jump of the order parameter at the transition point is measured varying s for different
φ̄A. The jump height is linearly dependent of s is very good approximation.
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Figure A.2 – (a) The transition point is independent of the slope of the regulator gradient
s. (b) The jump of the order parameter at the transition point linearly increases with the
lope of the gradient s. The slope of this linear dependence is influenced by φ̄A. The fixed
parameters are χAB = 4, χAR = 1, φ̄R = 0.02, κR/L2 = 7.63 · 10−5, κA/L2 = 6.10 · 10−5,
κ/L2 = 6.10 · 10−5.
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A.7 Regulator Peak at the Droplet Interface

Influence of selected parameters on the regulator peak.
Two examples of regulator peaks at the droplet interface are presented in fig. A.3. We use
the height and the area of the peak to describe it. Both are calculated by subtracting the
approximately linear background of the regulator profile. The area of the peak is defined
as the integral over the remaining profile and the height of the peak as the maximum
of this profile. The height of the peak is a measure of the equilibrium volume fraction
of the regulator at the A-interface. The peak area measures, which amount of regulator
material is collected at the A-interface. We will consider two scenarios to study the behavior
of the peak. In the first case, we will change the κ-parameters simultaneously, so that
always κA = κR = κ. This case is of interest, because we used the κA = κR = κ = 0
limit to make analytic arguments on the transition between correlated and anti-correlated
states. The data of this case are compiled in fig. A.4. The peak height is constant in good
approximation for all considered κ-values, the κ-parameters have a negligible effect on
the equilibrium volume fraction of the regulator at the droplet interface. On the other
side, they have a significant effect on the amount of regulator material, which is stored at
the interface. If the κ-parameters go to zero, the peak area vanishes. One explanation is,
that the droplet interface becomes much more narrow, if the κ-parameters are decreasing.
Thus, there is also much less space to store the regulator material. Another effect is, that
the profiles can establish much steeper gradients for smaller κ-parameters, so that the
equilibrium volume fraction at the interface can be reached within a smaller characteristic
length. The observed effects of the κ-parameters on the peak height and area are also
visible in the example profiles of fig. A.3, in which two different κ-values are compared.
In the second case, the influence of the interaction parameters is investigated. We choose a
constant χAB, because the A-profile should not be majorly influenced during this study.
Furthermore, we consider χAR = χBR in a system with φ̄A = 0.5 to follow the binodal line
between the correlated and the anti-correlated states. We follow this binodal line, because
the background profile of the regulator is linear in very good approximation there. Profiles
of significant distance from the binodal line show step-like behavior and nonlinearities,
which makes it hard to subtract the background analytically. It is also possible that the
peak is not visible if the system is far from the binodal line. The results are presented
in fig. A.5. The points are obtained from the numerical solution of the Euler-Lagrange
equation, the solid black line shows the result of a simple analytic model. The analytic
model will be introduced in the next paragraph of this section. The equilibrium volume
fraction of the regulator at the interface is increased for more repulsive interactions of
the regulator with the other components. A hand-waving explanation for this behavior
is that the interfacial region is already of higher energy than the bulk phases because of
the repulsive interaction χAB. in a particle picture, it is easier to destroy A-B-bonds and
generating A-R- and B-R-bonds, than generating these bonds and keeping the A-B-bonds.

Simple analytic model of the peak.
A simple analytic model to describe the behavior of the peak separates the system into
three different spatial regions: Region (I) in 0 ≤ x < (1− ε)2 with the volume fractions
φI
A = φA,in and φI

R = φR,bulk is the region of the bulk phase of high A volume fraction.
Region (II) is in (1 + ε)/2 ≤ x ≤ 1, has the volume fractions φII

A = φA,out and φII
R = φR,bulk,
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Figure A.3 – Two example profiles for regulator peaks at the droplet interface. The two
presented cases are of different κ-parameters with κA = κR = κ. Both peaks show very
similar heights but differ significantly in their area, because of their widths. The peak
width decreases, if the κ-parameters are decreasing. The applied parameters are χAB = 4,
χAR = χBR = 1, φ̄R = 0.02, φ̄A = 0.5, Ls = 0.99.
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Figure A.4 – Characterization of the peak for different κ-parameters, while κA = κR = κ.
(a) The peak height is constant in good approximation, the equilibrium regulator volume
fraction at the A-interface is almost not affected by the κ-parameters. (b) The Peak goes
to zero for vanishing κ-parameters. The applied parameters are χAB = 4, χAR = χBR = 1,
φ̄R = 0.02, φ̄A = 0.5, Ls = 0.99.
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Figure A.5 – Measured peak height for different interaction parameters χAR = χBR. The
points are data obtained from the numerical solution of the Euler-Lagrange equation, the
solid black line shows the result of the simple analytic model of the peak presented in this
section. The chosen parameters for the numeric points are χAB = 4, φ̄A = 0.5, φ̄R = 0.02,
κR/L

2 = 7.63 · 10−5, κA/L2 = 6.10 · 10−5, κ/L2 = 6.10 · 10−5 and Ls = 0.99. The chosen
parameters in the analytic model are χAB = 4, φ̄R = 0.02, φ̄A = 0.5, φA,out,bin = 0.02332,
ε = 0.05.

and is the region of the bulk phase of low A volume fraction. The remaining region (III)
is located at (1 − ε)/2 ≤ x < (1 + ε)/2. The volume fractions are φIII

A = φA,peak and
φIII
R = φR,peak. This region models the interface between the droplet and the surrounding

phase, it is also the region where the peak lives. The modeled peak width and thus the
width of region (III) is ε. In this simple model, φA,out is modeled as the volume fraction of
the A depleted phase of the binary A-B-system of equal χAB , φA,bin,out. We use the average
volume fraction φ̄A = 0.5 to be consistent with our previous choice of this parameter while
solving the Euler-Lagrange equation. The average volume fraction of the regulator is
φ̄R = 0.02. The exact number is not very important, we choose the value we commonly do
in this thesis. From particle conservation we get

φR,bulk = φ̄R − εφR,peak
1− ε ,

φA,in = 2φ̄A − φA,bin,out + ε (φA,bin,out + φR,peak − 1)
1− ε

(A.47)

for the other volume fraction values of this model. The free energy of this system will
be minimized with respect to φR,peak to obtain the equilibrium volume fraction of the
regulator at the interface. All other parameters are constant parameters in this model.
The only unknown parameter is ε. We want to highlight, that this model does not include
a regulator gradient, which also means, that there is also no transition between correlated
and anti-correlated states included. This model is only constructed to give a explanation
to the peak, but the existence of the peak does not need the imposed regulator gradient.
It is an effect intrinsic to the interface and the ternary nature of the system.
Using this ansatzes, we can calculate the free energy of the system F̃IM(φR,peak) applying
eq. (3.1) and integrating the free energy density. The discussed free energy is FIM(φR,peak) =
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Figure A.6 – Free energy of the analytic interval model of the peak. The free energy shows
a minimum at a certain value of the peak height, which corresponds to the equilibrium
peak height of the model. for each set of parameters, there is an equilibrium maximum
peak height as long as the model free energy is well defined. For higher peak heights
there exists a conflict of the chosen parameters, which leads to volume fractions larger
than 1 or smaller than 0 and a not defined value of the free energy. For the applied high
value of the peak width ε = 0.05, this maximum peak height is smaller than 1 and thus
visible in the plot. The applied parameters are χAB = 4, χ = 1, φ̄R = 0.02, φ̄A = 0.5,
φA,out,bin = 0.02332, ε = 0.05.

F̃IM(φR,peak)− F̃IM(φR,peak = φR,bulk), which sets the reference point to a system without
peak. For simplicity, we neglect the gradient terms in the free energy and assume, that
the effect of the κ-parameters can be modeled by the thickness ε of region (III). This free
energy is shown in fig. A.6. This free energy is defined up to a maximum peak width for
each set of parameters. For higher peak heights, certain volume fractions will get larger
than 1 or smaller than 0 and the value of the free energy is no more defined. For the chosen
large peak width of ε = 0.05, this maximum peak height is smaller than 1 and visible in
fig. A.6. The free energy has one local minimum at a certain peak height, which is the
equilibrium peak height of this model. If the entropic contributions and the energetic
contributions are computed separately, it can be shown, that the entropic contribution can
explain the maximum peak height. But furthermore, the energetic contributions have a
similar effect and are significantly larger than the entropic contributions. Thus the peak
can be regarded as an energetic effect. Now, we can calculate the equilibrium peak height
for different interaction parameters χAR = χBR numerically. The result is shown in fig. A.5.
The analytic model shows a similar trend as the results obtained from the solutions of the
Euler-Lagrange equation. The parameter ε is chosen, so that the difference between the
two curves at χAR = 0 is close to 0. That leads to ε = 0.05, which is a high value but not
unreasonable. The analytic model and the solution of the Euler-Lagrange equation show
good agreement considering the strong simplifications applied to the analytic model.
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A.8 Hysteresis of the Order Parameter

In this section the hysteresis of the order parameter ρBR around the transition point
between correlated and anti-correlated states is investigated in more detail. This hysteresis
is shown in fig. A.7(a), it consists of the correlated branch and the anti-correlated branch.
For comparison, the behavior of the order parameter in a system without external potential
is included. In this case without an external potential only one curve is present, because
both solutions are energetically degenerate. Regarding to the hysteresis in the anisotropic
system, we did not find a point, for which a hysteresis branch becomes unstable. We
observe a asymptotic approach of the two branches. We consider this hysteresis as quasi
infinite, because we are also not completely sure, if the points of instability we have found
for some more extreme interaction values are of physical or numeric origin. Furthermore,
the hysteresis loop is asymmetric and the asymptotic approach of the two branches is
slower for negative interaction parameters. The asymptotic approach of the two branches is
also the aim of fig. A.7(b). Here, the absolute value of the difference between the branches
is plotted for two different strengths of the external potential. This difference is presented
in dependency of the distant from the transition point to give a better visualization of
the asymmetry of the hysteresis. Because the value of the order parameter is linearly
dependent on the strength of the external potential in good approximation (see fig. A.2(b)),
we decide to present a scaled value of the order parameter difference. The scaling factor is
smax/s. The parameter smax is the maximum strength, at which the external potential is
no more well defined, in the chosen units s = 1. The data suggest, that the hysteresis loop
and the asymmetry are also relatively smaller for weaker external potential. The black line
in fig. A.7(b) indicates, that a change of sign of the difference occurred for s = 0.99. This
visual indication was introduced to keep this information by the use of the absolute value
of the presented difference. In general, this change of sign is connected to a intersection of
the two hysteresis branches. This should not be possible in the hysteresis process. Taking
the numbers of the difference at this sign change into account it is very likely that the
origin of this observation is the accuracy of the numeric solution.

103



Appendix A. Mean Field

ρ
B
R

χBR − χ∗
BR

−1

0

1

−6 −3 0 3 6

(a)

∆
ρ
B
R
s m

a
x

s

|χBR − χ∗BR|

10−6

10−4

10−2

100

0 4 8 12 16

(b)

Figure A.7 – Asymmetric behavior of the hysteresis of the order parameter ρBR around the
transition point. (a) Asymmetric hysteresis of the order parameter around the transition
point. Besides the two states correlated (blue) and anti-correlated (red), there is also the
system without external potential (grey) included for comparison. On the left side, the
hysteresis loop is still not closed, on the right side a asymptotic approach is observed. (b)
Difference between the two branches of the hysteresis curves for two different values of
the potential strength s = 0.99 (lime green) and s = 0.13 (grayish violet). The black line
indicates a negative measured difference of the two branches. Here, only the difference in
dependency of the distance from the transition point is shown, to give a better visualization
of the asymmetric behavior. The fixed parameters are χAB = 4, χAR = 1, φ̄A = 0.5,
φ̄R = 0.02, κR/L2 = 7.63 · 10−5, κA/L2 = 6.10 · 10−5, κ/L2 = 6.10 · 10−5.

A.9 Ensemble with Constant Regulator Distribution

A.9.1 Conditions for the Stationary Points of the Free Energy

In this section we will consider an ensemble, where the regulator distribution φR(x) is
imposed and strictly constant. This can be seen as the conjugate problem to the previously
considered ensembles with external potential. Now, the regulator distribution is known
and we can define a conjugate regulator potential, which is the conjugate potential to the
field φR(x). The conjugate potential can be obtained by the functional derivative

UR = −δφR

(
min
φA

F [φA|φR]
)
. (A.48)

This expression is the functional derivative with respect to φR of the minimum of the
free energy F with respect to φA given a certain regulator distribution φR. Eq. (A.48)
describes the relation between the constant potential ensemble and the constant distribution
ensemble. Here, we will not compute this potential.
The free energy density of this system is

βνf̃︸︷︷︸
=f

=φA lnφA + φR lnφR + φB lnφB + χABφAφB + χARφAφR + χBRφAφR︸ ︷︷ ︸
=f0

+ κA
2 (∂x)2 + κR

2 (∂xφR)2 + κ

2∂xφA∂xφR. (A.49)
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Here, the field φB is used as an abbreviation, because an incompressible system is considered.
It is given by φB = 1− φA − φR. The fields φA(x) and φR(x) are functions of the spatial
coordinate x. The spatial coordinate x is defined between 0 and 1. The free energy density
f̃ is the free energy per volume. By multiplying it with the molecular volume ν we define
the free energy per lattice site f . Because the system is densely packed and are particles
are of the same size, these two densities are connected by this simple scalar multiplication.
The total free energy of the bulk region is

Fbulk =
∫ 1

0
fdx, with φ̄A =

∫ 1

0
φAdx. (A.50)

The additional condition implements the constraint of a fixed average volume fraction of
component A. The total free energy of the bulk region considering this constraint is given
by

F cons
bulk [φA] = Fbulk + λ

∫ 1

0

(
φA − φ̄A

)
dx. (A.51)

Now, we have to define the effect of the boundary on the system. here, we assume a very
short ranged interaction of the walls with component A. Only the particles at the boundary
will contribute to this interaction. Such a potential can be described as

W = w (φA(0) + φA(1)) . (A.52)

The total free energy of the system is the sum of the boundary potential and the constraint
free energy of the bulk region

F [φA] = F cons
bulk +W. (A.53)

The stationary points of the are the profiles for which the first functional derivative of the
free energy vanishes

0 = δφA
F [φA]. (A.54)

With eq. (A.50), eq. (A.51), eq. (A.52) and eq. (A.53), this becomes

0 =
∫ 1

0

(
∂f0
∂φA

+ λ− κA∂2
xφA −

κ

2∂
2
xφR

)
δφAdx

+
(
w − κA ∂xφA|x=0 −

κ

2 ∂xφR|x=0

)
δφA|x=0

+
(
w + κA ∂xφA|x=1 + κ

2 ∂xφR|x=1

)
δφA|x=1 . (A.55)

Because δφA is a quasi arbitrary function, the first functional derivative vanishes, if the
integral kernel is zero and the brackets outside the integral become zero. From the integral
kernel we obtain the Euler-Lagrange equation, the boundary terms define the natural
boundary conditions of the system. The stationary points of the free energy functional are
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the solutions of the differential equation

0 = ∂f0
∂φA

+ λ− κA∂2
xφA −

κ

2∂
2
xφR, (A.56)

0 =w − κA ∂xφA|x=0 −
κ

2 ∂xφR|x=0 , (A.57)

0 =w + κA ∂xφA|x=1 + κ

2 ∂xφR|x=1 . (A.58)

A.9.2 Linear Regulator Profile

In this section, we will consider only a linear regulator profile φR = mx+m0. With the
constrain φ̄R =

∫ 1
0 φRdx, we can write the offset of the regulator profile in terms of the

slope of the profile and the average volume fraction of the regulator

φR = mx+ φ̄R −
m

2 . (A.59)

Given this profile, the first derivative of the regulator profile is ∂φR = m, the second
derivative vanishes ∂2

xφR = 0. We also choose w = 0, the walls have no interactions with
the A-particles.
The Euler-Lagrange equation was solved using the MATLAB solver bvp4c. Four example
profiles are plotted in fig. A.8. The also plotted regulator profile is not part of the solution,
but is included to present the complete system.
Now, we choose χBR to be the control parameter and compute the stationary solutions for
different χBR. For each χBR we find two coexisting solutions, one anti-correlated solution
and one correlated solution. Knowing the volume fraction profiles, we can compute the
corresponding free energy. The result are shown in fig. A.9. The solid lines show the
free energy of the equilibrium solutions. The dashed lines correspond to the not stable
solutions. Following the path of the lowest free energy we observe a kink of the free energy
at χ∗BR. This indicates a discontinuous phase transition at this point. This result shows,
that this phase transition is not caused by the detailed adaption of the regulator profile to
the A-profile or the A-profile to the regulator profile. The existence of a regulator gradient
seems sufficient to cause this phase transition.
Related to this, we can look at the difference of the free energy ∆F = F l − F r. This
property is shown in fig. A.10. The dashed line shows the difference of the free energy
obtained from the solutions of the Euler-Lagrange equation, the solid black line shows
the result from the analytic model introduced in section 3.4. Both lines show very good
agreement. The main reason for that is most likely that the analytic model also considers
a constant linear regulator distribution. Both lines intersect at χBR = 0, which is also the
transition point.
This transition can also be characterized using the order parameter ρBR of the solution
with the lowest free energy. The observed behavior of the order parameter is shown in
fig. A.11. Looking only at one solution, the value of the order parameter is independent
of χBR in good approximation. This is consistent with the observed linear behavior of
the free energy. At the transition point χ∗BR the the value of the order parameter jumps
between the two branches.
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Figure A.8 – The top line shows the anti-correlated state (a) and the correlated state (b)
for an average volume fraction of φ̄A = 0.5. The bottom line shows the anti-correlated
state (c) and the correlated state (d) for φ̄A = 0.1 The chosen parameters are χAB = 4,
χAR = 0, φ̄R = 0.02, κR/L2 = 7.63 · 10−5, κA/L2 = 6.10 · 10−5, κ/L2 = 6.10 · 10−5 and
m/φ̄R = 0.99. For the anti-correlated states χBR = −3, for the correlated states χBR = 3

A.9.3 Periodic Regulator Profile

At this point it is still possible, that the phase transition is supported by the interaction of
A-particles with the wall. To clarify this we consider a periodic system without walls. In
that case the Euler-Lagrange equation is unchanged, but the boundary conditions are now
periodic boundary conditions

0 =φA(0)− φA(1),
0 =∂xφA(0)− ∂xφA(1). (A.60)

The imposed periodic regulator field is

φR = mφ̄R cos (2πx) + φ̄R. (A.61)
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Figure A.9 – Free energy of the anti-correlated solution (F l) and the correlated solution
(F r). (a) φ̄A = 0.5. (b) φ̄A = 0.1. The two free energy branches intersect at χ∗BR. Following
the path of the lowest free energy, which corresponds to the equilibrium solutions, we
observe a kink of the free energy at χ∗BR. The chosen parameters are χAB = 4, χAR = 0,
φ̄R = 0.02, κR/L2 = 7.63 · 10−5, κA/L2 = 6.10 · 10−5, κ/L2 = 6.10 · 10−5 and m/φ̄R = 0.99.

Now, the second derivative of the regulator profile does not vanish and adds a inhomogeneous
contribution to the Euler-Lagrange equation. The profile φA is again obtained as the
solution of the Euler-Lagrange equation. Two typical profiles are shown in fig A.12. We
found two different types of solutions, a anti-correlated solution where the droplet is
placed at the minimum of the regulator profile, and a correlated solution where the droplet
is placed at the maximum of the regulator profile. We can calculate the free energy
corresponding to the two solutions. The two branches of the free energy in dependence of
the control parameter χBR are shown in fig. A.13. The two branches of the free energy
intersect at one point, which leads to a kink of the path of the minimum free energy at this
point. This indicates a discontinuous phase transition and the position of its transition
point. Consistently, if we compute the order parameter ρBR in dependence of the control
parameter χBR, a jump of the order parameter is observed at the transition point (see
fig. A.13).
The existence of the discontinuous phase transition in the periodic ensemble shows, that
the correlated-anti-correlated phase transition is intrinsic in the inhomogeneous system
and not enabled by the boundary conditions.
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Figure A.10 – Difference of the free energy ∆F = F l − F r. The solid lines show the
results from the analytic model, the dashed lines are obtained from the solutions of
the Euler-Lagrange equation. (a) φ̄A = 0.5. (b) φ̄A = 0.1. Both lines intersect at
χBR = 0. The chosen parameters are χAB = 4, χAR = 0, φ̄R = 0.02, κR/L2 = 7.63 · 10−5,
κA/L

2 = 6.10 · 10−5, κ/L2 = 6.10 · 10−5 and m/φ̄R = 0.99.
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Figure A.11 – Behavior of the order parameter ρBR. (a) φ̄A = 0.5. (b) φ̄A = 0.1. The
value of the order parameter jumps at χBR = 0. For each branch, the value of the order
parameter is constant in good approximation. The chosen parameters are χAB = 4,
χAR = 0, φ̄R = 0.02, κR/L2 = 7.63 · 10−5, κA/L2 = 6.10 · 10−5, κ/L2 = 6.10 · 10−5 and
m/φ̄R = 0.99.
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Figure A.12 – Anti-correlated state (a) and the correlated state (b) for an average volume
fraction of φ̄A = 0.5. The chosen parameters are χAB = 3, χAR = 1, φ̄R = 0.02,
κR/L

2 = 7.63 · 10−5, κA/L2 = 6.10 · 10−5, κ/L2 = 6.10 · 10−5 and m = 0.5. For the
anti-correlated states χBR = −1, for the correlated states χBR = 3
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Figure A.13 – (a) Free energy of the obtained anti-correlated and correlated solutions. The
two branches intersect at one point, the path of the lowest free energy possess a kink there.
(b) Equilibrium order parameter ρBR of anti-correlated solution and the correlated solution.
This order parameter shows a jump at the transition point. The chosen parameters are
χAB = 3, χAR = 1, φ̄R = 0.02, κR/L2 = 7.63 ·10−5, κA/L2 = 6.10 ·10−5, κ/L2 = 6.10 ·10−5

and m = 0.5.
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B Simulation

B.1 Computation of the Energy Difference between Suc-
ceeding Configurations

New configurations are generated by exchanging the position of a particle with one of its
neighboring particle. There are three different cases, a A-particle can change position with
a vacancy (B-particle), a R-particle can change positions with a vacancy, or an A-particle
can change positions with a R-particle. The reverse process of a R-particle changes position
with an A-particle only changes the sign of the energetic difference.

Exchange of A and R. To calculate the energetic difference between two succeeding
configurations 1 and 2, we add up the pair interactions of the exchanging particles with
their nearest neighbors. we are only considering nearest neighbor interactions in our model.
The interaction between two neighboring particles i and j is εij . The numbers of neighbors
are counted by the parameter γi1,2. This gives the number of i neighbors of a particle at
position 1 or 2, where 1 is the original position of the A-particle (configuration 1) and 2
the new position of the A-particle (configuration 2). The total interaction energy of the
pair of particles in the original configuration is

EAR1 = γA1 εAA + γR1 εAR + γA2 εAR + γR2 εRR

+
(
ζ − γA1 − γR1 − γW1 − 1

)
εAB +

(
ζ − γA2 − γR2 − γW2 − 1

)
εBR

+ γW1 wA + γW2 wR.

(B.1)

The coordination number of the lattice is ζ. The parameter γW1,2 counts the number of wall
particles next to position 1 or 2. In general, the wall particles posses a individual interaction
wA and wR with the bulk particles, which is the reason to consider them explicitly at this
point. The parameter γW1,2 is 1, if the respective position is next to the wall and 0 if it
is a bulk position. Because we consider an incompressible lattice system, the number of
B-particles is given by ζ − γA1,2 − γR1,2 − γW1,2 − 1. In this counting 1 is subtracted because
the interaction of the exchanging particles is not taken into account. This interaction is
present in both configurations and cancels out when calculating the energetic difference
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between them. The interaction energy of the new configuration is

EAR2 = γA1 εAR + γR1 εRR + γA2 εAA + γR2 εAR

+
(
ζ − γA1 − γR1 − γW1 − 1

)
εBR +

(
ζ − γA2 − γR2 − γW2 − 1

)
εAB

+ γW1 wR + γW2 wA.

(B.2)

Accordingly, the energetic difference between the configurations is

∆EAR = EAR2 − EAR1

=
(
γA2 − γA1

)
(εAA − εAR + εBR − εAB) +

(
γR2 − γR1

)
(εAR − εRR + εBR − εAB)

+
(
γW2 − γW1

)
(εBR − εAB + wA − wR) .

(B.3)

The last term, which is the only term including the wall interactions, vanishes, if the wall
particles have the same interactions as the B-particles. This is the default choice for most
of the simulations presented in this thesis. The wall term also vanishes for this choice in
the further cases.
With the definition of the Flory-Huggins interaction parameter χij = βζ/2 (2εij − εii − εjj),
we can replace the combinations of the microscopic interaction parameters with combina-
tions of the Flory-Huggins parameters.

χBR − χAB − χAR = βζ (εAA − εAR + εBR − εAB) ,
χBR + χAR − χAB = βζ (εAR − εRR + εBR − εAB) ,

χBR − χAB + χAW − χBW = βζ (εBR − εAB + wA − wR) .
(B.4)

The energetic change between the two configurations in terms of the Flory-Huggins
parameters is

β∆EAR = γA2 − γA1
ζ

(χBR − χAB − χAR) + γR2 − γR1
ζ

(χBR + χAR − χAB)

+ γW2 − γW1
ζ

(χBR − χAB + χAW − χRW ) .
(B.5)

Exchange of A and B. Analogous to the previous case, the energy change caused by an
exchange of an A- with a B-particle can be computed. Again, the formulation with the
Flory-Huggins parameters is used.

β∆EAB = −
2
(
γA2 − γA1

)
ζ

χAB + γR2 − γR1
ζ

(χAR − χBR − χAB)

+ γW2 − γW1
ζ

(χAW − χBW − χAB) .
(B.6)
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Configurations

Exchange of R and B. The energetic difference of a exchange of a R- and a B-particle is

β∆ERB = γA2 − γA1
ζ

(χAR − χAB − chiBR)−
2
(
γR2 − γR1

)
ζ

χBR

+ γW2 − γW1
ζ

(χRW − χBW − χBR) .
(B.7)

The use of the Flory-Huggins parameters simplifies the evaluation of the simulation, because
the parameter space is reduced. Considering the ternary system with a solvent-like wall,
there are six microscopic interaction parameters. From the formulation in terms of the
Flory-Huggins parameters we see, that only three independent parameters effect the system.
If the system with a not solvent-like wall is considered, we also reduce the number of
parameters by three (from nine to six) applying this mapping. 1 The mapping is possible,
because the number of particles of each component is strictly conserved in the canonical
simulation. Even in the simulation with flux boundary conditions, the boundary conditions
are constructed in a way that this conservation is fulfilled in each simulation step. In
the case of a grand canonical simulation, this conservation is not considered during the
generation of new configurations and this mapping could not be applied. Even if the
averaged properties of the system in equilibrium are still governed by the Flory-Huggins
parameters, the energetic change between configurations is effected by all six microscopic
interaction parameters.

1The parameter εW W does not appear in the expression of the energetic difference, because the number
of W-W neighbors can not be changed during this simulation.
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Figure B.1 – Snapshots at different times of the simulation illustrate the droplet growth.
From left to right these snapshots were taken after 105 MCS, 2.5 ·105 MCS and 5 ·105 MCS.
The used parameter values are φ̄A = 0.05, χAB = 4 and Lx = Ly = Lz = 64a.

B.2 Monte Carlo Simulation without Regulator Gradient -
Growth dynamics

The growth dynamics are measured for a binary system without regulator to check the
consistency of the simulation. For the binary system, a cubic simulation box was used.
Given the homogeneous character of this system, periodic boundary conditions are applied
in all three directions. The initial state is well mixed with φ̄A = 0.05. The Flory-Huggins
parameter is χAB = 4 and thus deep in the separating region of the corresponding mean
field phase diagram. This consistency checks are done for the short time of 5 · 105 MCS.
The simulation shows the formation and the growth of droplets. Some snapshots are shown
in fig. B.1
To quantify this process, we calculated the characteristic length scale of a droplet 〈L(s)〉xyz.
The length L measures the continuous length inside a droplet following a linear path s.
We measured this property in the x-, y- and z-direction and calculated its distribution to
obtain the averaged length scale. This characteristic length scale is related to the average
radius 〈R〉 of the droplets assuming they have spherical shape

〈L(s)〉x,y,z = π2

8 〈R〉. (B.8)

The development of the characteristic length scale in time is shown in fig. B.2. For
comparison a line with a slope of 1/3 is also included in this figure. the simulation data
show good agreement with this expected theoretical slope [103, 109].
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Figure B.2 – Characteristic length during the growth of the droplets (triangles) and a line
with a slope of 1/3 for comparison. The used parameter values are φ̄A = 0.05, χAB = 4
and Lx = Ly = Lz = 64a.

B.3 Calculation of the Eccentricity from Configuration
Data

Eccentricity of a region of a binary image. For the calculation of the eccentricity, a moment
based method, commonly used in image processing, is applied here. It is explained in
[20]. We assume, that the picture is provided in the form of a two dimensional lattice,
parameterized by the parameters u and v. The pq-moment of a chosen region R is defined
as

mpq =
∑

(u,v)∈R
I (u, v)upvq. (B.9)

The function I (u, v) gives the weight of each lattice point. For the evaluation of the
simulation data, we use only binary images. In binary images I (u, v) = 1 for (u, v) ∈ R
and 0 otherwise. For the case of a binary image, the moment m00 is the area |R| of the
region R. With the first moments, we can compute the centroid (x̄, ȳ) of the region R.

x̄ = 1
|R|

∑
(u,v)∈R

u1v0 = m10
m00

,

ȳ = 1
|R|

∑
(u,v)∈R

u0v1 = m01
m00

.
(B.10)

To calculate transition invariant properties of the region R, we place the origin of the
coordinate system to the center of the region R using the calculated centroid. With that,
we obtain the central moments of the region R

µpq =
∑

(u,v)∈R
I (u, v) · (u− x̄)p · (v − ȳ)q . (B.11)
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In this thesis, the eccentricity is defined as

ε =

√
1− b2

a2 , (B.12)

where a and b are the ellipse’s major and minor axis. This eccentricity is 0, if the evaluated
shape possess radial symmetry and 1, if the shape is infinitely elongated in one direction
and finite in the other directions. 2 The major and minor axis are computed using the
matrix of the quadratic moments

A =
[
µ20 µ11
µ11 µ02

]
. (B.13)

The values of a a and b are related to the eigenvalues of this matrix

λ1,2 =
tr(A)±

√
tr2(A)− 4det(A)

2 . (B.14)

Their values are

a = 2
√
λ1
|R|

,

b = 2
√
λ2
|R|

.

(B.15)

We can use eq. (B.14) to calculate the eccentricity directly from the matrix A

ε =

√√√√√√1− 4det(A)(
tr(A) +

√
tr2(A)− 4det(A)

)2 . (B.16)

Computation of the eccentricity from the 3D simulation data. All presented simulation are
done in three dimensions. We calculate eccentricities by projecting the droplet to a chosen
observation plane. Because of the underlying lattice, we use projections orthogonal to the
x- and parallel to y- or z-axis. The projections are interpreted as a binary image, each
lattice point of the projection plane, where at least one droplet particle is projected has the
value 1, otherwise it has the value 0. Because the eccentricities measured on the xz- and
the xz-plane are very similar (not shown), we assume that the droplet is radial symmetric
around the x-axis. We use the eccentricities to have a quick check of the anisotropic shape
of the droplet, which is the reason to apply this simple method.

2Even the discrete rotational symmetry of shapes with at least a 3-fold symmetry axis lead to a vanishing
eccentricity.
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B.4 Mastercurve of the Regulator Flux through Boundary
Conditions

In the introduced simulation, the particles move only by diffusion. To describe this process
in the dilute regime, we can employ Fick’s second law

∂tcR = DR∂
2
xcR, (B.17)

where cR = φR/a
3 is the particle concentration of the regulator and DR is it’s one-

dimensional isotropic diffusion coefficient. In the steady state the left side vanishes and
the steady state profile is a linear function csR = mx+ c0. The total amount of regulator
material is normalized by

∫ Lx
0 cRdx = NR

A , where A = LyLz is the area perpendicular to the
x-direction. Using the normalization, we can identify c0 = c̄R as the average concentration
of the regulator. The flux in the diffusion process is related to the concentration profile by
jx = −DR∂xcR, which obtains

csR = − jx
DR

x+ c̄R (B.18)

in the steady state. In the steady state the flux has to be constant, especially jx = jx(0) =
jx(L). Later, we will use jx(L) in the calculation. Although this choice is mathematically
arbitrary, it is a kind of natural choice to observe jx(L) or jx(0), because the regulator
material is pumped at this position. In the discrete simulation the flux is measured by

jx(L) = ∆NR

A∆t . (B.19)

Here, ∆NR counts the number of particles crossing the plane at x = L in the observed
time interval ∆t. A particle moving in positive direction contributes +1. Remember, that
a moving in negative direction through x = Lis not possible because of the boundary
conditions. The crossing particles ∆NR per Monte Carlo step can be estimated as

∆NR = P (L− 1) NRw

z
. (B.20)

Because we choose to observe one Monte Carlo step, we introduced the factor NR, the factor
1/ζ takes into account that only one of the six possible moving directions of the particle
leads to a crossing of the observed plane. The parameter w is a simulation parameter,
which adjusts the permeability of the observed wall, w = 0 means a hard wall, w = 1
means that each particle, which passes the metropolis criterion, passes the boundary. The
function P (x) measures the probability, that a particle at position x is picked during one
simulation step. Here, we use a simple linear estimation for ∆NR, because particles that
move more than one lattice site during a Monte Carlo step are neglected. The results
will show, that in average this approximation is sufficient. The probability P is given as
P (x) = NR(x)/NR, with NR(x)φR(x)Aa and NR = φ̄RALx. With this, the flux can be
written as

jx = φ(L− 1)w
ζa3∆t . (B.21)
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Figure B.3 – Relative fluxes jrel in dependency of the permeability parameter w for different
average volume fractions φ̄R. The different curves can be combined to one mastercurve in
very good approximation. Furthermore, the theoretic approximation, shown as black line,
is consistent with the simulation results. The diffusion constant DR is the only parameter
in the theoretic approximation, which is not a input parameter of the simulation or a
arbitrary choice. The diffusion coefficient was measured by the mean square displacement
as DMSD

R = 0.158a2/MCS.

Also, from the steady state profile eq. (B.18) we get the flux relation

jx =
2DR

(
φR(L− 1)− φ̄R

)
a3L

. (B.22)

Combining eq. (B.21) and eq. (B.22), we can eliminate the volume fraction close to the
observed plane φR(L− 1) and get

jx = 2DRwφ̄R
a2 (aLw + 2DRζ∆t) . (B.23)

To construct a mastercurve, we aim to relate the regulator flux to a maximum regulator flux.
Within the used framework, the maximum regulator flux jmax = −DRmmax is achieved for
the maximum regulator gradient mmax and can be estimated as

jmax = 2DRφ̄R
a3L

. (B.24)

Combined with the flux eq. (B.23), we define the relative flux

jrel = jx
jmax

= aLw

aLw + 2DRζ∆t . (B.25)

This function is shown in fig. B.3. The results of the simulation collapse to one mastercurve
and show very good agreement with eq. (B.25).
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Figure B.4 – Initial velocity of a droplet in a correlated initial state and a droplet in a
correlated initial state. The parameters are χAB = 4, χAR = 1, φ̄A = 0.05, φ̄R = 0.02 and
L = 256.

B.5 Positioning of Droplets with Immobile Regulator Par-
ticles

The Simulations of this section are inspired by the results of section A.9. There, we
have shown, that the correlated-anti-correlated phase transition is also observed if the the
regulator profile is imposed directly. The perfectly constant regulator profile shows very
similar qualitative results as presented in chapter 3. Nevertheless, the mapping of the
constant regulator distribution to the particle based simulation is not straight forward.
We modeled this by using immobile regulator particles. This particle were distributed
in x-direction according to the linear distribution eq. (A.59). At each slice of constant
x-coordinate, the particles are distributed randomly in the y-z-plane. This procedure leads
to a quasi perfect linear regulator distribution considering the x-projection. 3 We studied
the position of the transition point by measuring the initial velocities of a droplet placed
in a correlated state and a droplet placed in anti-correlated state (see fig. B.4). If the
droplets are close to the equilibrium state, the velocity vanishes. Close to the transition
point both velocities are nonzero. We observe a very clear signature for the droplet in the
anti-correlated initial condition, which is consistent with the mean-field transition point
χ∗BR = 1. For the droplet in the correlated state, this signature is not clearly observed.
The velocity vanishes for high χBR, but no clear movement is observed like for the other
droplet. Maybe it is possible to interpret a very slow movement towards the correlated
state for χBR=0. This problem is caused by the chosen process of generation of the gradient.
If the regulator particles are distributed randomly in each slice, a local accumulation of
regulator material can occur. This can effect the movement of droplets in the x-direction
by "gluing" them to certain points.
If this ensemble is of further interest and shall be studied in more detail, a different method
of synthesizing the gradient is strongly recommended.

3The regulator distribution is only quasi linear because of the discrete character of the simulation model.
In each slice an error of up to one particle can occur when calculating the amount of regulator particles in
that slice. In a last step of generating the regulator gradient, the total difference of particles is randomly
added to the lattice. This leads to very minor fluctuations of the regulator distribution.
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