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1. Introduction
• Purpose of 1.1. motivation: 

★ get you excited about the field of ultra-cold atoms (quantum-atom-optics)

★ show for what the material presented later is important

★ personal view: highlight use of BEC for inter-disciplinary physics (quantum 
simulation)

• Purpose of 1.2. revision: 
★ remind you of required material from quantum mechanics and atomic physics

★ make sure everyone has similar starting point

★ will not replace prior study of these topics, if you notice that you are not 
familiar with some of the physics, please recap.



Survey:
Please indicate for the following physics topics how familiar you feel that you are with them: 

quantum oscillator: 

never 
heard

not had in 
lecture

fully 
familiar

remember what it is, 
but no details

heard and can 
revise the details

quantum field theory: 

second quantisation:

Bose-Einstein statistics: 

Zeeman effect: 

Stark effect: 

two-level atom interacting 
with light field:

quantum scattering-theory/
partial wave expansion:

quantum statistical physics:

hyperfine splitting:



1.1. Motivation



(part1) Bose-Einstein Condensation

Albert Einstein Satyendra Nath Bose

Bose 1924: Identical quantum particles (e.g. 
p h o t o n s ) h av e t o b e t r e a t e d a s 
indistinguishable. This affects the counting of 
the possible ways to realize a given state.

Einstein 1925:  This results at T=0 in a case where 
all bosons occupy the same quantum state. 

=> Bose-Einstein Statistics: 

=> Bose-Einstein Condensation: At T=0, all Bosons will occupy the same lowest 
energy quantum state

Occupation of state with energy E: n =
1

e(E−µ)/kBT − 1

S. N. Bose, Z. Phys. 26 (1924) 178.

A.Einstein, Sitzungsber. Kgl. Preuss. Akad. Wiss. page 261 (1924).
A.Einstein, Sitzungsber. Kgl. Preuss. Akad. Wiss. page 3 (1925).





Experimental Condensation in dilute 
alkali gases

theoretical prediction of BEC 1925
experimental realization 1995

Nobel Prize in Physics (2001), 
W. Ketterle ,E.A. Cornell and C.E. Wieman

M. H. Anderson et al. , Science 269 (1995) 198.

cloud was determined from the absorption 
of a 20-is, circularly polarized laser pulse 
resonant with the 5S1/2, F - 2 to 5P3/2, F - 
3 transition. The shadow of the cloud was 
imaged onto a charge-coupled device array, 
digitized, and stored for analysis. 

This shadow image (Fig. 2) contains a 
large amount of easily interpreted infor- 
mation. Basically, we did a 2D time-of- 
flight measurement of the velocity distri- 
bution. At each point in the image, the 
optical density we observed is proportional 
to the column density of atoms at the 
corresponding part of the expanded cloud. 
Thus, the recorded image is the initial 
velocity distribution projected onto the 
plane of the image. For all harmonic con- 
fining potentials, including the TOP trap, 
the spatial distribution is identical to the 
velocity distribution, if each axis is linear- 
ly scaled by the harmonic oscillator fre- 
quency for that dimension (22). Thus, 
from the single image we obtained both 
the velocity and coordinate-space distri- 
butions, and from these we extracted the 
temperature and central density, in addi- 

tion to characterizing any deviations from 
thermal equilibrium. The measurement 
process destroys the sample, but the entire 
load-evaporate-probe cycle can be repeat- 
ed. Our data represent a sequence of evap- 
orative cycles performed under identical 
conditions except for decreasing values of 
vevap, which gives a corresponding de- 
crease in the sample temperature and an 
increase in phase-space density. 

The discontinuous behavior of thermo- 
dynamic quantities or their derivatives is 
always a strong indication of a phase tran- 
sition. In Fig. 3, we see a sharp increase in 
the peak density at a value of vevap of 4.23 
MHz. This increase is expected at the BEC 
transition. As cooling proceeds below the 
transition temperature, atoms rapidly accu- 
mulate in the lowest energy state of the 3D 
harmonic trapping potential (23). For an 
ideal gas, this state would be as near to a 
singularity in velocity and coordinate space 
as the uncertainty principle permits. 

Thus, below the transition we expect a 
two-component cloud, with a dense central 
condensate surrounded by a diffuse, non- 
condensate fraction. This behavior is clear- 
ly displayed in sections taken horizontally 
through the center of the distributions, as 
shown in Fig. 4. For values of vevap above 
4.23 MHz, the sections show a single, 
smooth, Gaussian-like distribution. At 4.23 
MHz, a sharp central peak in the distribu- 
tion begins to appear. At frequencies below 
4.23 MHz, two distinct components to the 
cloud are visible, the smooth broad curve 
and a narrow central peak, which we iden- 
tify as the noncondensate and condensate 

fractions, respectively. (Figs. 2B and 4). As 
the cooling progresses (Fig. 4), the noncon- 
densate fraction is reduced until, at a value 
of vevap of 4.1 MHz, little remains but a pure 
condensate containing 2000 atoms. 

The condensate first appears at an rf 
frequency between 4.25 and 4.23 MHz. The 
4.25 MHz cloud is a sample of 2 X 104 
atoms at a number density of 2.6 x 1012 
cm-3 and a temperature of 170 nK. This 
represents a phase-space density pps of 0.3, 
which is well below the expected value of 
2.612. The phase-space density scales as the 
sixth power of the linear size of the cloud. 
Thus, modest errors in our size calibration 
could explain much of this difference. Be- 
low the transition, one can estimate an 
effective phase-space density by simply di- 
viding the number of atoms by the observed 
volume they occupy in coordinate and ve- 
locity space. The result is several hundred, 
which is much greater than 2.6 and is con- 
sistent with a large occupation number of a 
single state. The temperatures and densities 
quoted here were calculated for the sample 
in the unexpanded trap. However, after the 
adiabatic expansion stage, the atoms are 
still in good thermal equilibrium, but the 
temperatures and densities are greatly re- 
duced. The 170 nK temperature is reduced 
to 20 nK, and the number density is reduced 
from 2.6 X 1012 cm3 to 1 x 1011 cm-. 
There is no obstacle to adiabatically cooling 
and expanding the cloud further when it is 
desirable to reduce the atom-atom interac- 
tions, as discussed below (24). 

A striking feature evident in the images 
shown in Fig. 2 is the differing axial-to- 
radial aspect ratios for the two components 
of the cloud. In the clouds with no conden- 
sate (vevap > 4.23 MHz) and in the non- 
condensate fraction of the colder clouds, 
the velocity distribution is isotropic (as ev- 
idenced by the circular shape of the yellow 
to green contour lines in Fig. 2, A and B). 
But the condensate fraction clearly has a 
larger velocity spread in the axial direction 
than in the radial direction (Fig. 2, B and 
C). This difference in aspect ratios is readily 
explained and in fact is strong evidence in 
support of the interpretation that the cen- 
tral peak is a Bose-Einstein condensate. The 
noncondensate atoms represent a thermal 
distribution across many quantum wave 
functions. In thermal equilibrium, velocity 
distributions of a gas are always isotropic 
regardless of the shape of the confining 
potential. The condensate atoms, however, 
are all described by the same wave function, 
which will have an anisotropy reflecting 
that of the confining potential. The veloc- 
ity spread of the ground-state wave function 
for a noninteracting Bose gas should be 1.7 
(81/4) times larger in the axial direction 
than in the radial direction. Our observa- 
tions are in qualitative agreement with this 
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Fig. 3. Peak density at the center of the sample as 
a function of the final depth of the evaporative cut, 
vevap. As evaporation progresses to smaller values 
of vevap' the cloud shrinks and cools, causing a 
modest increase in peak density until vevap reach- 
es 4.23 MHz. The discontinuity at 4.23 MHz indi- 
cates the first appearance of the high-density 
condensate fraction as the cloud undergoes a 
phase transition. When a value for Vevap of 4.1 Mhz 
is reached, nearly all the remaining atoms are in 
the condensate fraction. Below 4.1 MHz, the cen- 
tral density decreases, as the evaporative "rf scal- 
pel" begins to cut into the condensate itself. Each 
data point is the average of several evaporative 
cycles, and the error bars shown reflect only the 
scatter in the data. The temperature of the cloud is 
a complicated but monotonic function of vevap. At 
Vevap =4.7 MHz, T = 1.6 pK, and for vevap= 4.25 
MHz, T= 180 nK. 
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Fig. 4. Horizontal sections taken through the ve- 
locity distribution at progressively lower values of 
vevap show the appearance of the condensate 
fraction. 
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crucial techniques: laser-cooling, magneto-optical 
trap, evaporative cooling => chapter 2

K.B. Davis et al., Phys. Rev. Lett. 75 (1995) 3969.

C.C. Bradley et al., Phys. Rev. Lett. 75 (1995) 1687.

T    = 170 nKcrit



BEC in other physical systems

Cooper-pair condensates in superconductors

(some examples)

http://www.supraconductivite.fr

liquid helium, superfluidity

•more complicated than direct BEC of alkali-gases, since we 
first have to bind two Fermions to make a Boson.

•Can see similar effect in degenerate Fermi gases.
 

•Helium is strongly interacting, only 
shows very small condensed fractions
 

exciton-polaritons in semi-conductor micro cavities



Various atom traps
•Experimental techniques to cool down to the nK regime are anyway quite sophisticated => 
They then also allow a tremendous degree of control over the BEC/ ultra-cold gas, once it has 
been created.
 

axial field curvature, and Cartesian coordinates !x; y; z" are
chosen so that z is the axial coordinate. The magnetic field
magnitude falls to zero in the x̂-ŷ plane along a circle of
radius !0 # 2

!!!!!!!!!!!!!!
B0=B00

z
p

centered at the origin. This is the Q
ring, a ring-shaped magnetic trap for weak-field seeking
atoms. Near the field zeros, the magnetic field has the form
of a transverse (radial and axial directions) two-
dimensional quadrupole field with gradient B0 #

!!!!!!!!!!!
B0B00

z
p

.
Such traps can also be obtained using different electro-
magnet configurations [12].

In our apparatus, the Q ring is formed using a subset of
the coils (the curvature and antibias coils; see Fig. 1) used
in our recently demonstrated millimeter-scale Ioffe-
Pritchard magnetic trap [21]. Our work is aided, in par-
ticular, by the large axial curvatures produced in this trap
and by the vertical orientation of the trap axis. These
features are relevant for the operation of a Q ring in the
presence of gravity, for two reasons. First, trapping atoms
in the Q ring requires transverse confinement sufficient to
overcome the force of gravity; this places a lower bound on
the radius of the Q ring of !0 > !min ’ 2mg=j"jB00

z with m
the atomic mass, g the acceleration due to gravity, and "
the atomic magnetic moment. Indeed, if !min exceeds the
range over which Eq. (1) is valid, typically the distance to
the field-producing coils, the formation of a Q ring may be
precluded entirely. With B00

z # 5300 G=cm2 in our experi-
ments, !min # 115 "m is much smaller than the millime-
ter dimensions of the electromagnets used for the trap.
Second, the vertical orientation of the Q-ring axis allows
cold atoms to move slowly along the nearly horizontal
waveguide rather than being confined in a deep gravita-
tional well.

Atoms can be localized to a particular portion of the Q
ring by application of a uniform sideways (in the x̂-ŷ plane)
magnetic field; e.g., a weak bias field Bsx̂ tilts the Q ring by
!z=!0 # !Bs=B0"=!0 about the ŷ axis. This adjustment
also adds an azimuthal field of magnitude Bsj sin#j, split-
ting the Q ring into two trap minima at opposite sides of the
ring, with # being the azimuthal angle conventionally
defined.

We loaded cold atoms into the Q ring using a procedure
similar to previous work [21]. Briefly, about 2$ 109 87Rb
atoms in the jF # 1; mF # %1i hyperfine ground state
were loaded into one of two adjacent spherical quadrupole
magnetic traps. Using these traps, atoms were transported
3 inches from the loading region to the Q-ring trap region.
During this transport, rf evaporative cooling was applied,
yielding 2:5$ 107 atoms at a temperature of 60 "K in a
spherical quadrupole trap with an axial field gradient of
200 G=cm. Within 1 s, we then converted the spherical
quadrupole to a tilted Q-ring trap produced with B00

z #
5300 G=cm2, B0 # 22 G, and a side field of magnitude
Bs # 9:2 G. This process left 2$ 107 atoms trapped in the
Q ring (Fig. 2).

The trapping lifetime of atoms in the Q ring is limited by
Majorana losses. In a balanced Q ring, trapped atoms

passing close to the line of zero field, which extends all
around the ring, may flip their spins and be expelled from
the trap. Extending the treatment by Petrich et al. [22] to
this scenario, we estimate a Majorana loss rate of @1=2

$m3=4 $
!"B0"3=2
!kBT"5=4

# 6 s%1 for our trap at a temperature of 60 "K. In a
tilted Q ring, the zero-field region is reduced to just two
points at opposite sides of the ring. Majorana losses in a
tilted Q ring are thus similar to those in spherical quadru-
pole traps and much smaller than in a balanced Q ring. We
confirmed this qualitative behavior by measuring the life-
time of trapped atoms in balanced and tilted Q-ring traps.
In the balanced Q ring, the measured 0:3 s%1 Majorana loss
rate was thrice that in a tilted Q ring, while falling far short
of the predicted 6 s%1 loss rate, presumably due to residual
azimuthal fields.

The high loss rates in the Q ring can be mended in a
manner similar to the time-orbiting potential (TOP) trap by
which Majorana losses in a spherical quadrupole field were
overcome [22]. As proposed by Arnold [12], a TORT with
nonzero bias field can be formed by displacing the ring of
field zeros away from and then rapidly rotating it around
the trapped atoms [Fig. 1(d)]. From Eq. (1), the Q ring can
be displaced radially by application of an axial bias field,
and displaced along ẑ by a cylindrically symmetric spheri-
cal quadrupole field. The TORT provides transverse qua-
dratic confinement with an effective field curvature of
B00
eff # B02=2Brot, where Brot is the magnitude of the rotat-

ing field seen at the trap minimum. Just as the TOP trap
depth is limited by the ‘‘circle of death,’’ the TORT trap

FIG. 2 (color). Atoms in a ring-shaped magnetic trap. Shown
are top (a)–(f) and side (g)–(i) absorption images of ultracold
87Rb clouds in either a Q ring (a)–(c) or TORT (d)–(i) with
applied side field Bs # 9:2 (left), 0 (middle), and %2:5 G (right
column), respectively, in the x̂ direction. Images were taken 2 ms
after turning off the traps. The applied field tilts the Q ring or
TORT and favors atomic population in one side or another of the
trap. For Bs & 0, the trap lies nearly in the horizontal plane and
its azimuthal potential variation is minimized. For the Q ring,
B0 # 22 G; for the TORT, B0 # 20 G and Brot # 17 G; and
B00
z # 5300 G=cm2 for both. The temperature of trapped atoms is

90 "K in the Q ring, and 10 "K in the TORT. Resonant
absorption ranges from 0 (blue) to >80% (red).

PRL 95, 143201 (2005) P H Y S I C A L R E V I E W L E T T E R S week ending
30 SEPTEMBER 2005

143201-2

ring trap

S. Gupta et al., Phys. Rev. Lett. 95 (2005) 143201.

I. Bloch, Nature Phys. 1 (2001) 23.

optical lattice

atom chip

http://www.physics.uq.edu.au/BEC/images/
experimental/research_combinedtrap.jpg

•Can confine atoms using magnetic field, 
electrical fields (from lasers) or both. 

http: / /www.physics .otago.ac .nz/research/
jackdodd/resources/ResourceFiles/galleryimages/

magneto optical trap



Experimental control
Feshbach resonance 
(interaction control)

Nature © Macmillan Publishers Ltd 1998

8

about 80% of the atoms were lost. This, coupled with the stability
and finite programming speed of the power supplies, limited the
ramp rates to those given above.

The observation of twin resonances separated by 54 � 1 G, with
the weaker one at lower field, exactly matches the theoretically
predicted pattern and thus strongly confirms our interpretation. No
resonance phenomena were observed in the jmF ¼ � 1� state at any
field up to 1,000 G, in agreement with theory which predicted
resonances for this state only at much higher fields.

Changing the scattering length
The trap loss measurements easily located the Feshbach resonances.
To measure the variation of the scattering length around these
resonances, we determined the interaction energy of a trapped
condensate. This was done by suddenly switching off the trap,
allowing the stored interaction energy to be converted into the
kinetic energy of a freely expanding condensate and measuring it by
time-of-flight absorption imaging1,2,21. The interaction energy is
proportional to the scattering length and the average density of the
condensate �n�:

EI =N ¼
2p 2

m
a �n� ð2Þ

where N is the number of condensed atoms of mass m. For a large
condensate the kinetic energy in the trap is negligible (Thomas–
Fermi limit), and EI is equal to the kinetic energy EK of the freely
expanding condensate EK =N ¼ mv2

rms=2, where vrms is the root-
mean-square velocity of the atoms. For a three-dimensional har-

monic oscillator potential one finds �n� � NðNaÞ� 3=5 (ref. 23) (We
note that, for a general power-law potential Sicix

pi
i , one obtains

�n� � NðNaÞk � 1, where k ¼ 1=ð1 þ Si1=piÞ). Thus, the value of the
scattering length scales as:

a �
v5

rms

N
ð3Þ

Both vrms and N can be directly evaluated from absorption images of
freely expanding condensates. For a cigar-shaped condensate the
free expansion is predominantly radial, and so the contribution of
the axial dimension to vrms could be neglected. The quantity v5

rms/N
(equation (3)), normalized to unity outside the resonance, should
be identical to a/ã (equation (1)). This quantity was measured
around the resonance at 907 G and is shown in Fig. 2b together with
the theoretical prediction of a resonance with width ∆ ¼ 1 G. The
data clearly displays the predicted dispersive shape and shows
evidence for a variation in the scattering length by more than a
factor of ten.

We now discuss the assumptions for equation (3) and show that it
is approximately valid for our conditions. (1) We assumed that the
condensate remains in equilibrium during the magnetic field ramp.
This is the case if the adiabatic condition ȧ=a p qi holds for the
temporal change of the scattering length16, and a similar condition
for the loss of atoms (the qi are the trapping frequencies). For the
condensate’s fast radial dynamics (qr � 2p � 1:5 kHz) this con-
dition is fulfilled, whereas for the slower axial motion
(qz � 2p � 0:1 kHz) it breaks down close to or within the reso-
nance. In this case the density would approach the two-dimensional
scaling N(Na)!1/2, but the values for a/ã (Fig. 2b) would differ by at
most 50%. (2) The second assumption was a three-dimensional
harmonic trap. If the axial potential has linear contributions, the
density scales instead like N(Na)!2/3 resulting in at most a 50%
change for a/ã. (3) We assumed that contributions of collective
excitations to the released energy were small. Axial striations were
observed in free expansion for both jmF ¼ þ1� and jmF ¼ � 1�
atoms (probably created by the changing potential during the fast
magnetic field ramp). However, the small scatter of points outside
the resonance in Fig. 2b, which do not show any evidence of
oscillations, suggests that the contribution of excitations to the
released energy is negligible. (4) We assumed a sudden switch-off of
the trap and ballistic expansion. The inhomogeneous bias field
during the first 1–2 ms of free expansion accelerated the axial
expansion, but had a negligible effect on the expansion of the
condensate in the radial direction, which was evaluated for Fig. 2b.

None of the corrections (1)–(4) discussed above affect our
conclusion that the scattering length varies dispersively near a
Feshbach resonance. More accurate experiments should be done
with a homogeneous bias field. In addition, an optical trap with
larger volume and lower density would preclude the need to ramp
the field quickly because three-body recombination would be
reduced.

The trap losses observed around the Feshbach resonances merit
further study as they might impose practical limits on the possi-
bilities for varying the scattering length. An increase of the dipolar
relaxation rate near Feshbach resonances has been predicted6,7, but
for atoms in the lowest hyperfine state no such inelastic binary
collisions are possible. Therefore, the observed trap loss is probably
due to three-body collisions. In this case the loss rate is characterized
by the coefficient K3, defined as Ṅ=N ¼ � K3�n2�. So far, there is no
theoretical work on K3 near a Feshbach resonance. An analysis based
on Fig. 2 shows that K3 increased on both sides of the resonance,
because the loss rate increased while the density decreased or stayed
constant. In any case, the fact that we observed Feshbach resonances
at high atomic densities (�1015 cm!3) strongly enhanced this loss
process, which can be avoided with a condensate at lower density in
a modified optical trap. Control of the bias field with a precision
better than �10!4 will be necessary to achieve negative or extremely
large values of the scattering length in a stable way.

articles
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Figure 2 Observation of the Feshbach resonance at 907G using time-of-flight

absorption imaging.a, Numberof atoms in the condensate versus magnetic field.

Field values above the resonance were reached by quickly crossing the

resonance from below and then slowly approaching from above. b, The

normalized scattering length a=ã � v 5

rms=N calculated from the released energy,

together with the predicted shape (equation (1), solid line). The values of the

magnetic field in the upper scan relative to the lower one have an uncertainty of

�0.5G.

S. Inouye et al., Nature 151 (1998) 392.

Phase imprinting 
(motion control)

transitions 
(internal state control)

J. Denschlag et al., Science 287 (2000) 97.

optic communications (13). Solitons may be
either bright or dark, depending on the details
of the governing nonlinear wave equation. A
bright soliton is a peak in the amplitude; a
dark soliton is a notch with a characteristic
phase step across it.

A weakly interacting BEC obeys a non-
linear wave equation that supports solitons,
as shown by recent theoretical studies (14–
17). At zero temperature, this wave equation
is known as the Gross-Pitaevskii equation
(18),

i!("/"t)# $ [%(!2/2M )&2 ' V ' g!#!2]#
(1)

where # is the condensate wave function
normalized to the number of atoms, V is the
trapping potential, M is the atomic mass, ! is
the Planck constant divided by 2( and g
describes the strength of the atom-atom inter-
action (19). Solitons propagate without
spreading (dispersing) because the nonlinear-
ity balances the dispersion; for Eq. 1, the
corresponding terms are the nonlinear inter-
action g!#!2 and the kinetic energy – (!2/
2M)&2, respectively. Our sodium condensate
only supports dark solitons because the atom-
atom interactions are repulsive (g ) 0).

A distinguishing characteristic of a dark
soliton is that its speed is less than the Bogo-
liubov speed of sound, *0 $ (gn/M)1/2 (18,
20), where n $ !#0!2 is the unperturbed
condensate density. The soliton speed *s can
be expressed in terms of either the phase step
+ (0 , + ! () or the soliton “depth” nd,
which is the difference between n and the
density at the bottom of the notch (14, 15):

*s/*0 $ cos(+/2) $ [1 % (nd/n)]1/2 (2)

For + $ (, the soliton has zero velocity, zero

density at its center, a width on the order of
the healing length - $ (2nMg/!2)–1/2 (15),
and a discontinuous phase step. As + decreas-
es, the speed increases and approaches the
speed of sound. The solitons become shal-
lower and wider and have a more gradual
phase step (15). They travel opposite to the
direction of the phase gradient. Because a
soliton has a characteristic phase step, opti-
cally imprinting a phase step on the BEC
wave function should be a way to create a
soliton.

Phase imprinting. We performed our ex-
periments with a condensate having .2 /
106 sodium atoms in the 3S1/2, F $ 1, mF $
%1 state, with no discernible thermal fraction
(7). The condensate was held in a magnetic
trap with trapping frequencies 0x $ 120y $
20z $ 2( / 28 Hz. The Thomas-Fermi
diameters (18) were 45, 64, and 90 2m,
respectively. Initially the BEC, described by
the ground-state solution of Eq. 1, had a
uniform phase (21, 22).

We modified the phase distribution of the
BEC by exposing it to pulsed, off-resonant laser
light with an intensity pattern I(x, y) (Fig. 1). In
this process, the atoms experience a spatially
varying light-shift potential U(x, y) $ (!32/
84)[I(x, y)/I0] and acquire a corresponding
phase 5(x, y) $ –U(x, y)T/!. Here 3 is the
transition line width, I0 is the saturation inten-
sity, 4 is the detuning of the laser from the
atomic resonance, and T is the laser pulse du-
ration (23). We chose T to be short enough so
that the atomic motion was negligible during
the pulse (Raman-Nath regime). In this limit,
the effect of the pulse can be expressed as a
sudden phase imprint, which modifies the ini-
tial wave function: #3 # exp[i5(x, y)] (24).

Interferometry. We measured the imprint-

ed phase distribution of the condensate wave
function with a Mach-Zehnder matter-wave in-
terferometer that makes use of optically in-
duced Bragg diffraction (25, 26). Our Bragg
interferometer differs from previous ones in
that we can independently manipulate atoms in
the two arms (because of their large separation)
and can resolve the output ports to reveal the
spatial distribution of the condensate phase. In
our interferometer, a Bragg pulse splits the
initial condensate into two states, !A6 and !B6,
differing only in their momenta (Fig. 2). After
they spatially separate, the phase step (Fig. 1A)
is imprinted on !A6, while !B6 is unaffected and
serves as a phase reference. When recombined,
they interfere according to their local phase
difference. Where this phase difference is 0,
atoms appear in port 1, and where it is ( atoms
appear in port 2. Imaging the density distribu-
tions of ports 1 and 2 displays the spatially
varying phase (27). The image in Fig. 2 shows
the output of the interferometer when a phase of
( was imprinted on the upper half of !A6 (28).
The high-contrast “half moons” are direct evi-
dence that we can control the condensate spatial
phase distribution and, in particular, imprint the
phase step appropriate for a soliton (29).

Soliton propagation. To observe soliton
propagation, we did not use interferometry
(30) but instead measured BEC density dis-
tributions with absorption imaging (1, 27)
after imprinting a phase step (31). Figure 3, A
to E, shows the evolution of the condensate
after the top half was phase-imprinted with
50 7 1.5(, a phase for which we observed a
single deep soliton (the reason for imprinting
a phase step larger than ( is discussed be-
low). Immediately after the phase imprint,
there is a steep phase gradient across the
middle of the condensate such that this por-

x

y
z

A

B C

Fig. 1. (A) Writing a phase step onto the con-
densate. A far-detuned uniform light pulse
projects a mask (a razor blade) onto the con-
densate. Because of the light shift, this imprints
a phase distribution that is proportional to the
light intensity distribution. A lens (not shown)
is used to image the razor blade onto the
condensate. The mask in (B) writes a phase
stripe onto the condensate. The mask in (C)
imprints an azimuthally varying phase pattern
that can be used to create vortices.

Fig. 2. Space-time diagram of the matter-wave interferometer used to measure the spatial phase
distribution imprinted on the BEC. Three optically induced Bragg diffraction pulses (7 ) formed the
interferometer. Each pulse consisted of two counterpropagating laser beams detuned by %2 GHz
from atomic resonance (so that spontaneous emission is negligible), with their frequencies differing
by 100 kHz. The first Bragg pulse had a duration of 8 2s and coherently split the condensate into
two components !A6 and !B6 with equal numbers of atoms; !A6 remained at rest and !B6 received two
photon recoils of momentum. When they were completely separated, we applied the 500-ns phase
imprint pulse to the top half of !A6, which changed the phase distribution of !A6 while !B6 served as
a phase reference. A second Bragg pulse (duration 16 2s), 1 ms after the first pulse, brought !B6 to
rest and imparted two photon momenta to !A6. When they overlapped again, 1 ms later, a third
pulse (duration 8 2s) converted their phase differences into density distributions at ports 1 and 2.
The image shows the output ports 1 and 2 as seen when we imprinted a phase step of ( (29).
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tion has a large velocity in the !x direction.
This velocity, which can be understood as
arising from the impulse imparted by the
optical dipole force, results in a positive den-
sity disturbance that travels at or above the
speed of sound. A dark notch is left behind;
this is a soliton moving slowly in the –x
direction (opposite to the direction of the
applied force).

We have numerically solved Eq. 1 in three
dimensions through the application of real-
space product formulas (32) and by using a
discrete variable representation of the wave
function (33) based on Gauss-Chebyshev
quadrature with 50 to 400 spatial grid points
in each dimension; in the latter approach, the
time dependence of the solution was obtained
by Runge-Kutta integration. Figure 3, F to J,
shows the results of the simulations where the
experimental phase imprint is approximated
as "(x, y) # ("0/2)[1 ! tanh(x/l )], where
"0 # 1.5$, and l # 2 %m corresponds to an
imprinting resolution of &4.4 %m (27, 34).
The calculated and experimental images are
in very good agreement.

A striking feature of the images is the
curvature of the soliton. This curvature arises
from the 3D geometry of the trapped conden-
sate and occurs for two reasons. First, the
speed of sound '0 is largest at the trap center,
where the density is greatest, and decreases
toward the condensate edge. Second, as the
soliton moves into regions of lower conden-
sate density, we find numerically that the
density at its center (n ( nd) approaches zero,
) approaches $, and 's decreases to zero
before reaching the edge. The soliton stops
because its depth nd, rather than its phase
offset ), appears to be a conserved quantity in
a nonuniform medium.

Soliton speed. The subsonic propagation
speed of the notches seen in Fig. 3 shows that
they are solitons and not simply sound waves.
To determine this speed, we measured the
distance after propagation between the notch
and the position of the imprinted phase step
along the direction indicated in Fig. 3H. Be-
cause the position of our condensate varied
randomly from one shot to the next (presum-
ably because of stray, time-varying fields),
we could not always apply the phase step at
the center. A marker for the location of the
initial phase step is the intersection of the
soliton with the condensate edge, because at
this point the soliton has zero velocity. By
using images taken 5 ms after the imprint, at
which time the soliton had not traveled far
from the BEC center, we obtained a mean
soliton speed of 1.8 * 0.4 mm/s (35). This
value is significantly less than the mean
Bogoliubov speed of sound, '0 # 2.8 * 0.1
mm/s. From the propagation of the notch in
the numerical simulations (Fig. 3, F to J), we
obtained a mean soliton speed, 's # 1.6
mm/s, in agreement with the experimental

value. The experimental uncertainty is main-
ly due to the difficulty in determining the
position of the initial phase step.

We can also compare the results of the
numerical 3D solutions of Eq. 1 to the ana-
lytical predictions of Eq. 2, which describes a
traditional dark soliton in a homogeneous, 1D
geometry. We calculated the soliton speed
using a local density approximation in Eq. 2
[n # ! $0(r)!2, where $0(r) is the ground-
state solution of Eq. 1] from either the phase
or depth of the solitons obtained in the 3D
simulations. In every case examined, this
speed is in excellent agreement with the re-
sults of 3D numerical simulations.

Figure 4 shows the theoretical density and
phase profile along the x axis through the center
of the condensate 5 ms after the "0 # 1.5$
phase imprint (Fig. 3H). The dark soliton notch
and its phase step are centered at x # (8 %m.
This phase step, ) # 0.58$ is less than the
imprinted phase of 1.5$. The difference is
caused by the mismatch between the phase
imprint and the phase and depth of the soliton
solution of Eq. 1: Our imprinting resolution
(27) is larger than the soliton width, which is on
the order of the healing length ( + , 0.7 %m),
and we do not control the amplitude of the
wave function. The mismatch produces features
in addition to the deep soliton, such as a shallow
dark soliton at x # (14 %m moving to the left

and other excitations near x # 20 %m moving
rapidly to the right. Most of these features are
not well resolved in the experimental images
(Fig. 3, A to E). We observed both experimen-
tally and theoretically that when the imprinted
phase step is increased, the weak soliton on the
left becomes deeper; when the phase step is
lowered, both solitons become shallower and
propagate faster.

We could avoid the uncertainty in the
position of the initial phase step and improve
our measurement of the soliton speed by
replacing the step mask (Fig. 1A) with a thin
slit (Fig. 1B). The thin slit produced a stripe
of light with a Gaussian profile (1/e2 full
width , 15 %m). With this stripe in the center
of the condensate, numerical simulations pre-
dict the generation of solitons that propagate
symmetrically outward. We selected experi-
mental images with solitons symmetrically
located about the middle of the condensate
and measured the distance between them.
Figure 5A shows the separation of the pair of
solitons as a function of time. For a small
phase imprint of "0 , 0.5$ at Gaussian
maximum, we observed solitons moving at
the Bogoliubov speed of sound within exper-
imental uncertainty. For a larger phase im-
print of "0 , 1.5$, we observed a much slower
soliton propagation, in agreement with numer-
ical simulations. An even larger phase imprint

1 ms 10 ms7 ms5 ms2 ms 
x

F G H I J

A B C D E

Fig. 3. Experimental (A to E) and theoretical (F to J) images of the integrated BEC density for
various times after we imprinted a phase step of &1.5$ on the top half of the condensate with a
1-%s pulse. The measured number of atoms in the condensate was 1.7 (*0.3)- 106, and this value
was used in the calculations. A positive density disturbance moved rapidly in the !x direction, and
a dark soliton moved oppositely at significantly less than the speed of sound. Because the imaging
pulse (27 ) is destructive, each image shows a different BEC. The width of each frame is 70 %m.

Fig. 4. Calculated density and phase
along the x axis (dashed line in Fig. 3H) at
0 ms (thin lines) and at 5 ms (thick lines)
after applying a phase step imprint of
1.5$. The soliton located at x # (8 %m
has a phase step of 0.58$ and a speed of
1.61 mm/s, which is much less than that
of sound.
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FIG. 2(color). Time evolution of the double-condensate sys-
tem with a relative sag of 0.4 mm (3% of the width of the
combined distribution prior to expansion) and a trap frequency
nz � 59 Hz.

FIG. 3. The relative motion of the centers of mass of the two
condensates under the same conditions as those in Fig. 2.

The two states almost completely separate (Figs. 2a–2c)
after 10 ms; they then “bounce” back until, at T � 25 ms,
the centers of mass are once more almost exactly superim-
posed (Fig. 3), although a distinctive (and reproducible)
vertical structure has formed (Figs. 2d–2f). By T �
65 ms, the system has apparently reached a steady state
(Figs. 2g, 2h, and 3) in which the separation of the cen-
ters of mass is 20% of the extent of the entire condensate.
From these images we observe (i) the fractional steady-
state separation of the expanded image is large compared

FIG. 4. Vertical cross sections of the density profiles at T �
65 ms for different relative numbers of atoms in the two states.
The combined density distribution (solid line) is shown for
comparison to the Thomas-Fermi parabolic fit (dashed line).
The trap parameters are the same as those in Fig. 2.
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Macroscopic matter waves
•single quantum wave-function occupied by many atoms can easily be imaged

•the system is analogous to many photons in a laser cavity => atom optics

RESEARCH ARTICLE 
probe light was only absorbed by a thin slice 
of the cloud where the atoms were optically 
pumped. Because high spatial resolution 
was required from only the fraction of atoms 
residing in the slice, a good signal-to-noise 
ratio required condensates with millions of 
atoms. 

Interference between two Bose conden- 
sates. In general, the pattern of interference 
fringes differs for continuous and pulsed 
sources. Two point-like monochromatic 
continuous sources would produce curved 
(hyperbolic) interference fringes. In con- 
trast, two point-like pulsed sources show 
straight interference fringes; if d is the sep- 
aration between two point-like conden- 
sates, then their relative speed at any point 
in space is d/t, where t is the delay between 
pulsing on the source (switching off the 
trap) and observation. The fringe period is 
the de Broglie wavelength X associated with 
the relative motion of atoms with mass m, 

ht 
A= d ~~~~(1) 

where h is Planck's constant. The ampli- 
tude and contrast of the interference pat- 
tem depends on the overlap between the 
two condensates. 

The interference pattern of two conden- 
sates after 40 ms time-of-flight is shown in 
Fig. 2. A series of measurements with fringe 
spacings of -15 ,um showed a contrast 
varying between 20 and 40%. When the 
imaging system was calibrated with a stan- 
dard optical test pattem, we found -40% 
contrast at the same spatial frequency. 
Hence, the contrast of the atomic interfer- 
ence was between 50 and 100%. Because 
the condensates are much larger than the 
observed fringe spacing, they must have a 
high degree of spatial coherence. 

We observed that the fringe period be- 
came smaller for larger powers of the argon 
ion laser-light sheet (Fig. 3A). Larger power 
increased the distance between the two 
condensates (Fig. 1A). From phase-contrast 
images, we determined the distance d be- 
tween the density maxima of the two con- 
densates versus argon ion laser power. The 
fringe period versus maxima separation (Fig. 
3B) is in reasonable agreement with the 
prediction of Eq. 1, although this equation 
strictly applies only to two point sources. 
Wallis et al. (26) calculated the interfer- 
ence pattern for two extended condensates 
in a harmonic potential with a Gaussian 
barrier. They concluded that Eq. 1 remains 
valid for the central fringes if d is replaced 
by the geometric mean of the separation of 
the centers of mass and the distance be- 
tween the density maxima of the two con- 
densates. This prediction is also shown in 
Fig. 3B. The agreement is satisfactory given 
our experimental uncertainties in the deter- 
mination of the maxima separations (-3 
P,m) and of the center-of-mass separations 
(-20%). We conclude that the numerical 
simulations for extended interacting con- 
densates (26) are consistent with the ob- 
served fringe periods. 

We performed a series of tests to support 
our interpretation of matter-wave interfer- 
ence. To demonstrate that the fringe pattem 
was caused by two condensates, we com- 
pared it with the pattem from a single con- 
densate (this is equivalent to performing a 
double-slit experiment and covering one of 
the slits). One condensate was illuminated 
with a focused beam of weak resonant light 
20 ms before release, causing it to disappear 
almost completely as a result of optical 
pumping to untrapped states and evapora- 
tion after heating by photon recoit (Fig. 1B). 

Fig. 2. Interference pattem of two 
expanding condensates observed 
after 40 ms time-of-flight, for two 
different powers of the argon ion 
laser-light sheet (raw-data images). 
The fringe periods were 20 and 15 
,um, the powers were 3 and 5 mW, 
and the maximum absorptions 
were 90 and 50%, respectively, for 
the left and right images. The fields 
of view are 1.1 mm horizontally by 
0.5 mm vertically. The horizontal 
widths are compressed fourfold, 
which enhances the effect of fringe 
curvature. For the determination of 
fringe spacing, the dark central 
fringe on the left was excluded. 

0 0.5 
Absorption 

The resulting time-of-flight image did not 
exhibit interference, and the profile of a 
single expanded condensate matched one 
side of the profile of a double condensate 
(Fig. 4). The profile of a single expanded 
condensate showed some coarse structure, 
which most likely resulted from the nonpara- 
bolic shape of the confining potential. We 
found that the structure became more pro- 
nounced when the focus of the argon ion 
laser had some weak secondary. intensity 
maxima. In addition, the interference be- 
tween two condensates disappeared when 
the argon ion laser-light sheet was left on for 
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Fig. 3. (A) Fringe period versus power in the argon 
ion laser-light sheet. (B) Fringe period versus ob- 
served spacing between the density maxima of 
the two condensates. The solid line is the depen- 
dence given by Eq. 1, and the dashed line is the 
theoretical prediction of (26) incorporating a con- 
stant center-of-mass separation of 96 ,um, ne- 
glecting the small variation (?10%) with laser 
power. 
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Fig. 4. Comparison between time-of-flight images 
for a single and double condensate, showing ver- 
tical profiles through time-of-flight pictures similar 
to Fig. 2. The solid line is a profile of two interfering 
condensates, and the dotted line is the profile of a 
single condensate, both released from the same 
double-well potential (argon ion laser power, 14 
mW; fringe period, 13 ,um; time of flight, 40 ms). 
The profiles were horizontally integrated over 450 
,um. The dashed profile was multiplied by a factor 
of 1.5 to account for fewer atoms in the single 
condensate, most likely the result of loss during 
elimination of the second half. 
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two condensates 
interfering

atom laser

REPORTS 

1, m = -1) followed by two BECs after 
application of a single Raman pulse. The 
TOP trap confining fields were held on for 7 
ms after application of the Raman pulse be- 
fore being switched off. The system was then 
allowed to evolve freely for 1.6 ms before 
being imaged. Note that the position of the 
output-coupled atoms in Fig. 2B is different 
from that in Fig. 2C. In the former, the atoms 
that have undergone the Raman transition are 
in the state m = 0 and therefore no longer feel 
the trapping potential, whereas in Fig. 2C the 
atoms are still trapped. The position of the 
m = 0 atoms corresponds to free flight with 
momentum 2hk2 during the entire 8.6 ms, 
whereas the position of the atoms in Fig. 2C 
corresponds to their classical tuming point in 
the trap (7 ms is about one-quarter of the 
28.6-ms oscillation period along z). 

In the case where the detuning of the lasers 
from the excited state is large compared with 
the excited-state hypeine structure splitting, it 
is not possible to drive Am = 2 transitions 
directly with two photons because the ground 
state looks like a spin 1/2 system for which 
there are only two states. Instead, we can couple 
to the m = + 1 state by combining the Raman 
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Fig. 3. Atoms are coupled to both the m = 0 
and m = +1 and magnetic sublevels using a 
single Raman pulse. (A) Magnetic trap is 
switched off immediately after the Raman 
pulse. (B) Magnetic trap is held on for 4 ms 
after the Raman pulse. (C) Transition used and 
laser polarizations. 

process with Majorana trasitions due to the 
TOP rotating magnetic field zero (13). Atoms 
were first output-coupled to the m = 0 state and 
imaged 10.6 ms later after having crossed the 
orbit of the zero of the magnetic field (27), 
known as the "circle of death," which orbits in 
the _-i plane (Fig. 2D). For this image the 
rotating bias field was reduced by a factor of 3, 
which reduced the distance to the orbiting mag- 
netic field zero to 0.3 mm. As the atoms crossed 
this orbit they lost their quantization axis and 
were repeatedly projected to all three magnetic 
sublevels at the 20-kHz TOP frequency. The 
atoms in m =- -1 0, and +1 states were, 
respectively, retarded, unimpeded, and ejected 
by the trapping potential, giving rise to three 
spatially separated stripes of atoms. At the time 
of imaging, the atoms that ended in them = -1 
state have already been pulled back to the circle 
of death by the trap. 

Although it is not possible to drive the 
Am = 2 transition with two photons, it is pos- 
sible with four by using the m = -1 -> m = 0 
-> m = ?I transition scheme (Fig. 3C). A 
single 6-p.s Raman pulse with B/2Tr = 6.15 
MHz and the same intensities used for Fig. 2B 
was applied. In Fig. 3A, the TOP was switched 
off immediately after the Raman pulse and the 
atoms were imaged 5.6 ms later. The m = + 1 
atoms received 4hki of momentum from four 
photons, and the m = 0 atoms received only 
2hk: from two photons; thus the m = + I atoms 
moved twice as far as the m = 0 atoms. With 
the TOP switched off 4 ms after the Raman 
pulse and the system imaged 1.6 ms later (Fig. 
3B), the atoms in the m = + 1 antitrapped state 
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Fig. 4. (A to C) One, three, and six 6-pLs Raman 
pulses, respectively, were applied to the con- 
densate. (D) Firing 1-p.s Raman pulses at the 
full repetition rate of about 20 kHz imposed by 
the frequency of the rotating bias field (140 
pulses in 7 is) produces a quasi-continuous 
atomic beam. 

are accelerated away from the trap, causing 
them to move further. 

To produce quasi-continuous output cou- 
pling, we used multiple Raman pulses. The 
laser intensities were reduced and the detuning 
was again chosen to be 8&2Tr 6.4 MHz to 
primarily couple to the m = 0 state. For the 
optical depth inages of the condensate after 
one, three, and six Raman pulses (Fig. 4, A to 
C), the TOP was held on for a 9-ms window 
during which time 6-p.s Raman pulses were 
fired at a subharmonic of the rotating bias fre- 
quency. The magnetic fields were then extin- 
guished and the atoms were imaged 1.6 ms 
later. The intensity of the laser whose polariza- 
tion was aligned with x was 300, 150, and 100 
mW/cm2, respectively, to couple out different 
fractions of the condensate (the intensity of the 
second Raman laser was twice that of the first). 

In Fig. 4D the TOP trap was held on during 
a 7-ms window during which time 140 Raman 
pulses were fired at the 20-kHz frequency of the 
rotating bias field and the distribution of atoms 
was imaged 1.6 ms later. The Raman pulse 
duration and intensity were reduced to I V.s and 
40 mW/cm2 for Fig. 4D to ensure that the total 
integrated pulse time of 140 p.s was much less 
than the spontaneous emission time of about 
500 p.s. The phase of the output-coupled matter 
wave evolves at about 100 kHz with respect to 
the condensate itself because of the kinetic en- 
ergy imparted by the two-photon Raman tran- 
sition (28). Because 100 kHz is an integer 
multiple of the -20-kHz output coupling rep- 
etition rate, the interference of successive puls- 
es is almost completely constructive (29). In the 
time between two Raman pulses each output- 
coupled wave packet moves only 2.9 .m. much 
less than the -50-p.m size of the condensate, so 
the output-coupled atoms form a quasi-contin- 
uous coherent matter wave. By varying the 
delay between pulses, the interference between 
wave packets can be used to investigate the 
coherence properties of the condensate. 

It is apparent that there is also coupling to 
the m = +1 state in Fig. 4D because some 
output-coupled atoms have moved the distance 
that an atom with momentum 4/ik moves in 
8.6 ms. Such coupling to the m = +I state 
occurs in this case because the spectral width of 
the 1-p.s Raman pulse is sufficiently broad (30) 
to drive a transition from the state m = 0 
(momenturn 2hik) to the state m = + 1 (mo- 
mentum 4hki). In our experiment the trajecto- 
ries of the two output-coupled beamns (m = 0 
and m = + 1) are spatially separated because 
the direction of momentum transfer is orthogo- 
nal to gravity. These two beams appear to over- 
lap in Fig. 4D because the camera views them 
from above. Coupling to the m = +I state 
could be suppressed by using a larger bias 
magnetic field and a larger detuning A to ex- 
ploit the second-order Zeeman shift and to re- 
duce the pulse bandwidh without excessive 
spontaneous emission. To completely suppress 
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scattering partial waves

By rf-evaporative cooling we reach Bose-Einstein con-
densation with about 105 atoms in each cloud and a
condensate fraction of !60%.

We then switch off the TOP fields and ramp B0 back to
positive values, thus accelerating the clouds until they
collide with opposite horizontal momenta at the location
of the trap center. The collision energies E " j2!BB#

0 j "
!h2k2=m (with !B the Bohr magneton and m the mass of
87Rb) range from 138 !K to 1.23 mK with an overall
uncertainty of 3% (rms). Approximately 0.5 ms before the
collision we switch off the trap. A few ms later we
observe the scattering halo by absorption imaging.
Figure 1(a) (upper part) displays the s-wave-dominated
scattering halo (averaged over 20 pictures) of fully en-
tangled pairs (see [18]) obtained for a collision energy of
E=kB " 138$4% !K. In Fig. 1(d) (upper part), taken at
E=kB " 1:23$4% mK, the halo is entirely different, show-
ing a d-wave-dominated pattern. The lower halves of
Figs. 1(a) and 1(d) show the theoretical column densities
n2$x; z% "

R

n$x; y; z%dy, where n$x; y; z% is the calculated
[19] density of the halo.

As the atoms are scattered by a central field, the scat-
tering pattern must be axially symmetric around the
(horizontal) scattering axis (z axis). As pointed out by

the Weizmann group [20], this allows a computerized
tomography transformation [12] to reconstruct the radial
density distribution of the halo in cylindrical coordinates,

n$"; z% " 1
4#

Z 1

#1
~n2$$x; z%J0$$x"%j$xjd$x: (1)

Here " " $x2 & y2%1=2 and ~n2$$x; z% is the 1D Fourier
transform along the x direction of the optical density
with respect to z, and J0$%% is the zero-order Bessel
function. The transformed plots corresponding to the
images of Figs. 1(a) and 1(d) are shown as Figs. 1(b) and
1(e), respectively.

To obtain the angular scattering distribution W$%% the
tomography pictures are binned in 40 discrete angular
sectors. For gas clouds much smaller than the diameter of
the halo, W$%% is directly proportional to the differential
cross section &$%% " 2#jf$%% & f$## %%j2. Here, the
Bose-symmetrized scattering amplitude is given by a
summation over the even partial waves, f$%% & f$##
%% " $2=k%Pl"even$2l& 1%ei'lPl$cos%% sin'l. Note that
unlike in the total elastic cross section [& " R#=2

0 &$%%'
sin%d% " $8#=k2%Pl"even$2l& 1%sin2'l], the interfer-
ence between the partial waves is prominent in the dif-
ferential cross section. Given the small collision energy in
our experiments, only the s- and d-wave scattering am-
plitudes contribute, fs$%% & fs$## %% " $2=k%ei'0 sin'0
and fd$%% & fd$## %% " $2=k%$5=2%ei'2$3cos2%# 1%'
sin'2. Therefore the differential cross section is given by

&$%% " 8#
k2

sin2'0

!

1& 5 cos$'0 # '2%u& 25
4
u2
"

; (2)

where u ( $sin'2= sin'0%$3cos2%# 1%.
To obtain the phase shifts, we plot the measured angu-

lar distribution W$%% as a function of $3cos2%# 1% as
suggested by Eq. (2). The results for Figs. 1(a) and 1(d)
are shown as the solid dots in Figs. 1(c) and 1(f), respec-
tively. A parabolic fit to W$%% directly yields a pair
!'exp

0 $k%;'exp
2 $k%" of asymptotic phase shifts (defined

modulo #) corresponding to the two partial waves in-
volved [21]. The absolute value of W$%% depends on quan-
tities that are hard to measure accurately (such as the
atom number), so we leave it out of consideration. We
rather emphasize that the measurement of the phase shifts
is a complete determination of the (complex) s- and
d-wave scattering amplitudes at a given energy.

The radial wave functions corresponding to scattering
at different (low) collision energies and different (low)
angular momenta should all be in phase at small inter-
atomic distances [13]. This so-called accumulated phase
common to all low-energy wave functions can be ex-
tracted from the full data set f!'exp

0 $k%;'exp
2 $k%"g men-

tioned above. In practice, we use the experimental phase
shifts 'exp

0 $k% and 'exp
2 $k% as boundary conditions to in-

tegrate inwards—for given E and l—the Schrödinger
equation !h2d2($r%=dr2 & p2$r%($r% " 0 and obtain the
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FIG. 1. (a) Optical density of the scattering halo of two 87Rb
condensates for collision energy E=kB " 138$4% !K, measured
2.4 ms after the collision (upper half: measured; lower half:
calculated [19]); (b) radial density distribution obtained after
tomography transformation of image (a) (upper half: mea-
sured; lower half: calculated [19]); (c) the dots show the
angular scattering distribution W$%% obtained after binning
plot (b); the line is the best parabolic fit. (d)–(f) As in
plots (a)–(c), but measured 0.5 ms after a collision at
1230$40% !K. The field of view of the images is !1' 1 mm2.
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Rotating condensates:  Circulation is quantized, 
condensate must rotate via vortices.

Vortices
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horizontal in our setup), while the transverse oscillation
frequency is v!!"2p# ! 219 Hz. For a quasipure con-
densate with 105 atoms, using the Thomas-Fermi approxi-
mation, we find for the radial and longitudinal sizes of the
condensate D! ! 2.6 mm and Dz ! 49 mm, respectively.
When the evaporation radio frequency nrf reaches the

value n
"min#
rf 1 80 kHz, we switch on the stirring laser

beam which propagates along the slow axis of the mag-
netic trap. The beam waist is ws ! 20.0 "6 1# mm and
the laser power P is 0.4 mW. The recoil heating induced
by this far-detuned beam (wavelength 852 nm) is negli-
gible. Two crossed acousto-optic modulators, combined
with a proper imaging system, then allow for an arbitrary
translation of the laser beam axis with respect to the sym-
metry axis of the condensate.
The motion of the stirring beam consists of the super-

position of a fast and a slow component. The optical
spoon’s axis is toggled at a high frequency (100 kHz)
between two symmetric positions about the trap axis z.
The intersections of the stirring beam axis and the z ! 0
plane are 6a"cosu ux 1 sinu uy#, where the distance a is
8 mm. The fast toggle frequency is chosen to be much
larger than the magnetic trap frequencies so that the atoms
experience an effective two-beam, time averaged potential.
The slow component of the motion is a uniform rotation
of the angle u ! Vt. The value of the angular frequency
V is maintained fixed during the evaporation at a value
chosen between 0 and 250 rad s21.
Since ws ¿ D!, the dipole potential, proportional to

the power of the stirring beam, is well approximated by
mv2

!"eXX2 1 eY Y2#!2. The X, Y basis is rotated with
respect to the fixed axes (x, y) by the angle u"t#, and
eX ! 0.03 and eY ! 0.09 for the parameters given above
[30]. The action of this beam is essentially a slight modi-
fication of the transverse frequencies of the magnetic trap,
while the longitudinal frequency is nearly unchanged. The
overall stability of the stirring beam on the condensate ap-
pears to be a crucial element for the success of the experi-
ment, and we estimate that our stirring beam axis is fixed
to and stable on the condensate axis to within 2 mm. We
checked that forV , Vc the stirring beam does not affect
the evaporation.
For the data presented here, the final frequency of the

evaporation ramp was chosen just above n
"min#
rf (Dnrf [

$3, 6% kHz). After the end of the evaporation ramp, we
let the system reach thermal equilibrium in this “rotating
bucket” for a duration tr ! 500 ms in the presence of an
rf shield 30 kHz above n

"final#
rf . The vortices induced in

the condensate by the optical spoon are then studied using
a time-of-flight analysis. We ramp down the stirring beam
slowly (in 8 ms) to avoid inducing additional excitations
in the condensate, and we then switch off the magnetic
field and allow the droplet to fall for t ! 27 ms. Because
of the atomic mean field energy, the initial cigar shape of
the atomic cloud transforms into a pancake shape during

the free fall. The transverse xy and z sizes grow by a
factor of 40 and 1.2, respectively [31]. In addition, the
core size of the vortex should expand at least as fast as
the transverse size of the condensate [31–33]. Therefore,
a vortex with an initial diameter 2j ! 0.4 mm for our
experimental parameters is expected to grow to a size of
16 mm.
At the end of the time-of-flight period, we illuminate the

atomic sample with a resonant probe laser for 20 ms. The
shadow of the atomic cloud in the probe beam is imaged
onto a CCD camera with an optical resolution &7 mm.
The probe laser propagates along the z axis so that the
image reveals the column density of the cloud after expan-
sion along the stirring axis. The analysis of the images,
which proceeds along the same lines as in [29], gives ac-
cess to the number of condensed N0 and uncondensed N 0

atoms and to the temperature T . Actually, for the present
data, the uncondensed part of the atomic cloud is nearly
undetectable, and we can give only an upper bound for the
temperature T , 80 nK.
Figure 1 shows a series of five pictures taken at vari-

ous rotation frequencies V. They clearly show that for
fast enough rotation frequencies we can generate one or
several (up to 4) “holes” in the transverse density distri-
bution corresponding to vortices. We show for the 0- and
1-vortex cases a cross section of the column density of the
cloud along a transverse axis. The 1-vortex state exhibits

FIG. 1. Transverse absorption images of a Bose-Einstein con-
densate stirred with a laser beam (after a 27 ms time of flight).
For all five images, the condensate number is N0 ! "1.4 6
0.5# 105 and the temperature is below 80 nK. The rotation fre-
quency V!"2p# is, respectively, (c) 145 Hz, (d) 152 Hz, (e)
169 Hz, (f ) 163 Hz, (g) 168 Hz. In (a) and (b) we plot the vari-
ation of the optical thickness of the cloud along the horizontal
transverse axis for the images (c) (0 vortex) and (d) (1 vortex).
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Vortices in stirred BEC (q=1) Abrikosov Lattice
REPORTS 

Fig. . Observation of 
vortex lattices. The 
examples shown con- 
tain approximately 
(A) 16, (B) 32, (C) 80, ' 

"., . 
and (D) 130 vortices. ' . 
The vortices have 
"crystallized" in a tri- 
angular pattern. The 
diameter of the cloud 
in (D) was 1 mm after 
ballistic expansion, 
which represents a 
magnification of 20. 
Slight asymmetries in the density distribution were due to absorption of the optical pumping light. 

is constant V X v = 2h. For a superfluid, 
the circulation of the velocity field, v, is 
quantized in units of K = hlM, where M is the 
atomic mass and h is Planck's constant. The 
quantized vortex lines are distributed in the 
fluid with a uniform area density (18) 

(1) 
In this way the quantum fluid achieves the 
same average vorticity as a rigidly rotating 
body, when "coarse-grained" over several 
vortex lines. For a uniform density of vorti- 
ces, the angular momentum per particle is 
N,h/2, where N, is the number of vortices in 
the system. 

The number of observed vortices is plotted 
as a function of stirring frequency f2 for two 
different stirring times (Fig. 3). The peak near 
60 Hz corresponds to the frequency f2/2rr = 
vr/V, where the asymmetry in the trapping 
potential induced a quadrupolar surface excita- 
tion, with angular momentum 1 = 2, about the 
axial direction of the condensate (the actual 
excitation frequency of the surface mode v = 
V2v r is two times larger due to the twofold 
symmetry of the quadrupole pattern). The same 
resonant enhancement in the vortex production 
was observed for a stiff trap, with vr = 298 Hz 
and vz = 26 Hz (aspect ratio 11.5), and has 
recently been studied in great detail for small 
vortex arrays (19). 

Far from the resonance, the number of vor- 
tices produced increased with the stirring time. 
By increasing the stir time up to 1 s, vortices 
were observed for frequencies as low as 23 Hz 
(-0.27Vr). Similarly, in a stiff trap we observed 
vortices down to 85 Hz (-0.29 Vr). From Eq. 1 
one can estimate the equilibrium number of 
vortices at a given rotation frequency to be 
Nv = 2'rrR2fl/K. The observed number was 
always smaller than this estimate, except near 
resonance. Therefore, the condensate did not 
receive sufficient angular momentum to reach 
the ground state in the rotating frame. In addi- 
tion, because the drive increased the moment of 
inertia of the condensate (by weakening the 
trapping potential), we expect the lattice to ro- 
tate faster after the drive is turned off. 

Looking at time evolution of a vortex lattice 
(Fig. 4), the condensate was driven near the 
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quadrupole resonance for 400 ms and then 
probed after different periods of equilibration in 
the magnetic trap. A blurry structure was al- 
ready visible at early times. Regions of low 
column density are probably vortex filaments 
that were misaligned with the axis of rotation 
and showed no ordering (Fig. 4A). As the dwell 
time increased, the filaments began to disentan- 
gle and align with the axis of the trap (Fig. 4, B 
and C), and finally formed a completely or- 
dered Abrikosov lattice after 500 ms (Fig. 4D). 
Lattices with fewer vortices could be generated 
by rotating the condensate off resonance. In 
these cases, it took longer for regular lattices to 
form. Possible explanations for this observation 
are the weaker interaction between vortices at 
lower vortex density and the larger distance 

Fig. 2. Density profile through a 
vortex lattice. The curve repre- 
sents a 5-p.m-wide cut through a 
two-dimensional image similar to 
those in Fig. 1 and shows the high 
contrast in the observation of the 
vortex cores. The peak absorption 
in this image is 90%. 

,\ 

Fig. 3. Average number of vorti- 
ces as a function of the stirring 
frequency Qf for two different 
stirring times, (0) 100 ms and 
(I) 500 ms. Each point repre- 
sents the average of three mea- 
surements with the error bars 
given by the standard deviation. 
The solid line indicates the equi- 
librium number of vortices in a 
radially symmetric condensate 
of radius Rr = 29 ptm, rotating at 
the stirring frequency. The arrow 
indicates the radial trapping 
frequency. 

100 

they must travel to reach their lattice sites. In 
principle, vortex lattices should have already 
formed in the rotating, anisotropic trap. We 
suspect that intensity fluctuations of the stirrer 
or improper beam alignment prevented this. 

The vortex lattice had lifetimes of several 
seconds (Fig. 4, E to G). The observed sta- 
bility of vortex arrays in such large conden- 
sates is surprising because in previous work 
the lifetime of vortices markedly decreased 
with the number of condensed atoms (3). 
Theoretical calculations predict a lifetime in- 
versely proportional to the number of vortices 
(5). Assuming a temperature kBT - pL, where 
kB is the Boltzmann constant, the predicted 
decay time of - 100 ms is much shorter than 
observed. After 10 s, the number of vortices 
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Giant vortices 
(q>>1)

P. Engels et al., Phys. Rev. Lett.  90 (2003) 170405.

spontaneously scattered photons blasts atoms out of the
condensate.
Using this new technique we are able to substantially

increase the vorticity in the BEC and can now routinely
obtain condensates containing more than 250 vortices
[Fig. 1(b)]. Since these vortex cores are too small to be
imaged when the BEC is held in trap, the images in
Figs. 1–3 and 6 are taken after having let the BEC expand.
For this, a rapid adiabatic passage technique is employed
to change the hyperfine state of the atoms from the
original trapped jF ! 1; mF ! "1i state to the anti-
trapped jF ! 2; mF ! "1i state. Subsequently the mini-
mum of the magnetic trapping field is rapidly moved
below the position of the atoms so that the atoms are
supported against gravity while at the same time they are
radially expelled [17]. After a chosen expansion time the
magnetic fields are switched off and the atoms are imaged

along the original axis of rotation. This technique allows
us to expand the condensate to an adjustable diameter that
can exceed 1.4 mm [18].
If the removal of central atoms is driven strongly

enough, a giant vortex appears. The core is surrounded
by a ring-shaped superflow. The circulation of this super-
flow is given by summing up all the ‘‘missing’’ phase
singularities in the core and can assume very large values.
Using the fact that for large amounts of circulation the
rotation of the velocity field can be obtained classically,
we determine that in some cases the BEC supports a ring-
shaped superflow with a circulation of up to 60 quanta
around the core.We can easily control the amount of this
circulation by changing the intensity or the duration of
the laser beam that removes atoms along the axis of
rotation.
In our experiment the formation of the giant vortex

comes about in a sequence of very distinct stages as
shown in Fig. 1. For this expansion image sequence a
rapidly rotating BEC is first formed by our evaporative
spin-up technique. Then the atom-removal laser is ap-
plied with a fixed power of 8 fW for a variable amount of
time, followed by a 10 ms in-trap evolution time and a
45 ms expansion in the antitrapping configuration de-
scribed above. During the atom removal an rf shield is
left on to constantly remove uncondensed atoms that tend
to decelerate the condensate rotation. Figure 1(a) shows
the result of only the evaporative spin-up. This particular
condensate contains 180 vortices and has a Thomas-
Fermi radius of 63:5 !m when held in the trap. When
the atom-removal laser is applied for 14 s as in Fig. 1(b),
the number of vortices is increased to 250 and the
Thomas-Fermi radius to 71 !m. The rotation rate, deter-
mined from side view aspect-ratio images, has increased
from 0:94!" to 0:97!". After atom-removal times of 15
to 20 s, the vortex lattice becomes disordered [Figs. 1(c)
and 1(d)], and the giant vortex core starts to develop in the
center [Figs. 1(e) and 1(f)]. An enlarged view of the core
region in this early stage of giant vortex core formation is
seen in Fig. 1(i), which nicely demonstrates how the
individual vortices in the center consolidate. For the

FIG. 2. Lattice reforming after giant vortex formation.
(a) BEC after evaporative spin-up. (b) Effect of a 60 fW, 2.5 s
laser pulse. (c),(d) Same as (b), but additional 10 s (c) and 20 s
(d) in-trap evolution time after the end of the laser pulse.
Images taken after a sixfold expansion of the BEC.

FIG. 3. Core developing after a 5 ms short, 2.5 pW laser
pulse. In-trap evolution time after the end of the pulse is
(a) 0.5 ms, (b) 10.5 ms, (c) 20.5 ms, and (d) 30.5 ms. Images
taken after sixfold expansion of BEC. (e) Zoomed-in core
region of (c).

FIG. 1. Different stages of the giant vortex formation process.
(a) Starting point: BEC after evaporative spin-up. (b)–(h)
Laser shone onto BEC for (b) 14 s, (c) 15 s, (d) 20 s, (e) 22 s,
(f) 23 s, (g) 40 s, and (h) 70 s. Pictures are taken after 5.7-fold
expansion of the BEC. Laser power is 8 fW. (i) Zoomed-in core
region of (f).
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3. Results

3.1. Stationary states

The low density region of a vortex ring in a BEC has a toroidal shape, which matches the
shape of the high intensity region of a focussed optical vortex laser beam. In the presence of
the optical vortex potential it becomes energetically favourable for the BEC ring singularity to
be located at the maximum of laser light intensity. This prevents the contraction of the vortex
ring, a mechanism similar to the stabilization of line vortices within a harmonically trapped
BEC cloud [24].

Examples of stationary states resulting from the imaginary time evolution are shown in
figure 1. In a harmonic trap with ωr = 7.8 × 2π Hz and ωz = 0.5 × 2π Hz the BEC contains
2.2 × 106 atoms. The subplots are for two different sets of optical vortex parameters and ring
flow charges: case (i) and case (ii), as given in the caption. Case (ii) represents the more intense
optical vortex. It can be seen in figure 1(a) that the single charge 7 ring singularity that was present
in the initial state has broken up into a regular stack of seven unit charge ring singularities. For
case (i) they are responsible for the multi-peak structure of the Mach number shown in figure 1(c).
If the parameters are altered towards those of case (ii), the influence of the singularities on the
flow in the tunnel is reduced. This corresponds to the transition from the solid to the dashed lines
in figures 1(b) and (c).

The integral along the z-axis of the flow velocity is directly connected to the ring vortex
charge q. Due to the quantization of circulation in a BEC, its velocity must obey

∮
C v · dl = h

m
q,

where C denotes any closed contour threading through all the ring singularities. As the BEC
has a much smaller cross-sectional area available when it flows through the tunnel than when
it returns on the outer shell of the cloud, the velocity in the tunnel is much higher. The above
equation thus approximately becomes

∫ L/2

−L/2
vz(r = 0, z) dz = h

m
q, (12)

where L denotes the length of the optical tunnel in the z-direction.
The presented stability analysis of stationary states is not completely general, as we impose

cylindrical symmetry throughout the imaginary time evolution. An important class of ring vortex
excitations, the Kelvin modes (see [25, 26] and references therein), could in principle break
this cylindrical symmetry. However, a full 3D stability analysis of skyrmions [15] indicates that
the 2D model should give a very good indication of the stability properties: in [15], we have
not found an indication of energetically unstable Kelvin modes of skyrmion’s ring singularities.
Nonetheless we point out that 3D studies of the optical tunnel would be an interesting, numerically
challenging extension of our present work.

3.2. Experimental creation scheme

The method of stabilizing the ring singularities by pinning, proposed in the present paper, should
be experimentally realizable with present technology. The procedure to form the ring flow consists
of initially creating a BEC at rest, already in the presence of the optical vortex. Then a ring flow
structure with high vorticity is seeded by means of phase imprinting. In [13] Ruostekoski and
Anglin show in detail how the phase structure of the vortex ring, similar to the one given by

New Journal of Physics 9 (2007) 85 (http://www.njp.org/)



Quantum simulation

quantum simulation: new ways to understand complicated (many-body) 
quantum systems that cannot be fully simulated on a classical computer.

R. Feynman,  Int. J. Theor. Phys. 21 (1982) 467.

Size of Hilbert space of N particle, M mode system: MN

analog quantum simulator: find 
a quantum system with the 
same Hamiltonian but easier 
access to parameters and 
measurements.

digital quantum simulator: 
find a system that flexibly 
can evolve according to a 
Trotter decomposition 
of the time-evolution 
operator. 

NATURE PHYSICS DOI: 10.1038/NPHYS1614 ARTICLES

|R〉i |r〉c

|0〉c

|1〉c|A〉i |B〉i

Spin atom
Control atomΩc

Ωp Ωp

Ωr

∆

a

b

c

d

Figure 1 | Set-up of the system. a, Two internal states |A�i and |B�i give rise to an effective spin degree of freedom. These states are coupled to a Rydberg

state |R�i in two-photon resonance, establishing an electromagnetically induced transparency condition. On the other hand, the control atom has two

internal states |0�c and |1�c. The state |1�c can be coherently excited to a Rydberg state |r�c with Rabi frequency �r, and can be optically pumped into the

state |0�c for initializing the control qubit. b, For the toric code, the system atoms are located on the links of a two-dimensional square lattice, with the

control qubits in the centre of each plaquette for the interaction Ap and on the sites of the lattice for the interaction Bs. c,d, Set-up required for the

implementation of the colour code (c) and the U(1) lattice gauge theory (d).

computation. It considers a two-dimensional set-up, where the
spins are located on the edges of a square lattice17. The Hamiltonian
H =−E0(

�
pAp+

�
sBs) is a sumofmutually commuting stabilizer

operators Ap =�
i∈pσ

x

i
and Bs =

�
i∈sσ

z

i
, which describe four-body

interactions between spins located around plaquettes (Ap) and
vertices (Bs) of the square lattice (see Fig. 1b). The ground state
of the Hamiltonian is the simultaneous eigenstate of all stabilizer
operators Ap and Bs with eigenvalues +1, and gives rise to a
topological phase: the ground-state degeneracy depends on the
boundary conditions and topology of the set-up, and the elementary
excitations obey anyonic statistics under braiding. The toric code
shows two types of excitation corresponding to −1 eigenstates of
each stabilizerAp (‘magnetic charge’) andBp (‘electric charge’).

A dissipative dynamics that ‘cools’ into the ground-state mani-
fold is provided by a Liouvillianwith quantum jumpoperators,

cp = 1
2
σ z

i

�
1−Ap

�
, cs =

1
2
σ x

j
[1−Bs] (1)

with i∈p and j∈ s, which act on four spins located aroundplaquettes
p and vertices s, respectively. The jump operators are readily
understood as operators that ‘pump’ from −1 into +1 eigenstates
of the stabilizer operators: the part (1−Ap)/2 is a projector onto
the eigenspace of Ap with −1 eigenvalue, whereas all states in the
+1 eigenspace are dark states. The subsequent spin flip σ x

j
transfers

the excitation to the neighbouring plaquette. The jump operators
then give rise to a random walk of anyonic excitations on the
lattice, and whenever two excitations of the same type meet they
are annihilated, resulting in a cooling process, see Fig. 2. Similar
arguments apply to cs. Efficient cooling is achieved by alternating
the index i of the spin that is flipped.

Our choice of the jump operator follows the idea of reservoir
engineering of interacting many-body systems, as discussed in
refs 18,19. In contrast to alternative schemes for measurement-
based state preparation20, here, the cooling is part of the time
evolution of the system. These ideas can be readily generalized to
more complex stabilizer states and to set-ups in higher dimensions,
as in, for example, the colour code21 (see Fig. 1c). As a final
remark, we would like to mention that the toric code can also be
derived as a perturbative limit of a Hamiltonian with two-body
interactions on a honeycomb lattice22, of which implementations
have been suggested both for cold atoms23 and condensed-
matter systems24. In our approach, the higher-order interactions
arise in a non-perturbative way and the scheme also allows for
dissipative state preparation.

Implementation of a single time step
Wenow turn to the physical implementation of the digital quantum
simulation. The system and auxiliary atoms are stored in a deep
optical lattice or magnetic trap arrays with one atom per lattice site,
where the motion of the atoms is frozen and the remaining degree
of freedom of the system and auxiliary atoms are effective spin-1/2
systems described by the two long-lived ground states |A�i and |B�i
and |0�c and |1�c, respectively (see Fig. 1a). We first discuss the
elements of the digital quantum simulator for a small local set-up,
and present the extension to the macroscopic lattice system below.
To be specific, we will focus on a single plaquette in the example of
Kitaev’s toric code outlined above.

The implementation of the four-body spin interaction
Ap = �

i
σ x

i
and the jump operator cp uses an auxiliary qubit

located at the centre of the plaquette (see Fig. 1b). The general
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The dynamics of an ultracold dilute gas of bosonic atoms in an optical lattice can be described

by a Bose-Hubbard model where the system parameters are controlled by laser light. We study the
continuous (zero temperature) quantum phase transition from the superfluid to the Mott insulator phase
induced by varying the depth of the optical potential, where the Mott insulator phase corresponds to
a commensurate filling of the lattice (“optical crystal”). Examples for formation of Mott structures
in optical lattices with a superimposed harmonic trap and in optical superlattices are presented.
[S0031-9007(98)07267-6]

PACS numbers: 32.80.Pj, 03.75.Fi, 71.35.Lk

Optical lattices—arrays of microscopic potentials in-
duced by the ac Stark effect of interfering laser beams—
can be used to confine cold atoms [1–7]. The quantized
motion of such atoms is described by the vibrational mo-
tion within an individual well and the tunneling between
neighboring wells, leading to a spectrum describable as a
band structure [3]. Near-resonant optical lattices, where
dissipation associated with optical pumping produces
cooling, have given filling factors of about one atom per
ten lattice sites [1,6]. Higher filling factors will require
lower temperatures, and hence will also require mini-
mization of the optical dissipation. This can be achieved
in a far-detuned optical lattice (especially with blue detun-
ing), where photon scattering times of many minutes have
been demonstrated [2]. Thus the lattice then behaves as a
conservative potential, which could be loaded with a Bose
condensed atomic vapor [8,9], for which present densities
would correspond to tens of atoms per lattice site.
In this Letter we will study the dynamics of ultracold

bosonic atoms loaded in an optical lattice. We will show
that the dynamics of the bosonic atoms on the optical
lattices realizes a Bose-Hubbard model (BHM) [10–16],
describing the hopping of bosonic atoms between the
lowest vibrational states of the optical lattice sites, the
unique feature being the full control of the system’s
parameters by the laser parameters and configurations.
The BHM predicts phase transition from a superfluid

(SF) phase to a Mott insulator (MI) at low temperatures
and with increasing ratio of the on site interaction U

(due to repulsion of atoms) to the tunneling matrix
element J [10]. In the case of optical lattices this
ratio can be varied by changing the laser intensity: with
increasing depth of the optical potential the atomic wave
function becomes more and more localized and the on
site interaction increases, while at the same time the
tunneling matrix element is reduced. In the MI phase the
density (occupation number per site) is pinned at integer
n � 1, 2, . . . , corresponding to a commensurate filling of

the lattice, and thus represents an optical crystal with
diagonal long range order with the period imposed by the
laser light. The nature of the MI phase is reflected in the
existence of a finite gap U in the excitation spectrum.
Our starting point is the Hamilton operator for bosonic

atoms in an external trapping potential

H �
Z

d
3
x cy�x�

√
2

h̄
2

2m
=2 1 V0�x� 1 VT �x�

!
c�x�

1
1
2

4pash̄
2

m

Z
d

3
x cy�x�cy�x�c�x�c�x� , (1)

with c�x� a boson field operator for atoms in a given
internal atomic state, V0�x� is the optical lattice poten-
tial, and VT �x� describes an additional (slowly varying)
external trapping potential, e.g., a magnetic trap (see
Fig. 1a). In the simplest case, the optical lattice poten-
tial has the form V0�x� �

P3
j�1 Vj0 sin2�kxj� with wave

vectors k � 2p�l and l the wavelength of the laser
light, corresponding to a lattice period a � l�2. V0 is
proportional to the dynamic atomic polarizability times
the laser intensity. The interaction potential between the

FIG. 1. (a) Realization of the BHM in an optical lattice (see
text). The offset of the bottoms of the wells indicates a trapping
potential VT . (b) Plot of the scaled on site interaction U�ER

multiplied by a�as �¿1� (solid line; axis on left-hand side of
graph) and J�ER (dashed line; axis on right-hand side of graph)
as a function of V0�ER � Vx,y,z0�ER (3D lattice).
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Condensed matter analogues

Mott-Insulator / Superfluid quantum phase transition

(more on quantum simulation)
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Cold Bosonic Atoms in Optical Lattices
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(Received 26 May 1998)
The dynamics of an ultracold dilute gas of bosonic atoms in an optical lattice can be described

by a Bose-Hubbard model where the system parameters are controlled by laser light. We study the
continuous (zero temperature) quantum phase transition from the superfluid to the Mott insulator phase
induced by varying the depth of the optical potential, where the Mott insulator phase corresponds to
a commensurate filling of the lattice (“optical crystal”). Examples for formation of Mott structures
in optical lattices with a superimposed harmonic trap and in optical superlattices are presented.
[S0031-9007(98)07267-6]

PACS numbers: 32.80.Pj, 03.75.Fi, 71.35.Lk

Optical lattices—arrays of microscopic potentials in-
duced by the ac Stark effect of interfering laser beams—
can be used to confine cold atoms [1–7]. The quantized
motion of such atoms is described by the vibrational mo-
tion within an individual well and the tunneling between
neighboring wells, leading to a spectrum describable as a
band structure [3]. Near-resonant optical lattices, where
dissipation associated with optical pumping produces
cooling, have given filling factors of about one atom per
ten lattice sites [1,6]. Higher filling factors will require
lower temperatures, and hence will also require mini-
mization of the optical dissipation. This can be achieved
in a far-detuned optical lattice (especially with blue detun-
ing), where photon scattering times of many minutes have
been demonstrated [2]. Thus the lattice then behaves as a
conservative potential, which could be loaded with a Bose
condensed atomic vapor [8,9], for which present densities
would correspond to tens of atoms per lattice site.
In this Letter we will study the dynamics of ultracold

bosonic atoms loaded in an optical lattice. We will show
that the dynamics of the bosonic atoms on the optical
lattices realizes a Bose-Hubbard model (BHM) [10–16],
describing the hopping of bosonic atoms between the
lowest vibrational states of the optical lattice sites, the
unique feature being the full control of the system’s
parameters by the laser parameters and configurations.
The BHM predicts phase transition from a superfluid

(SF) phase to a Mott insulator (MI) at low temperatures
and with increasing ratio of the on site interaction U

(due to repulsion of atoms) to the tunneling matrix
element J [10]. In the case of optical lattices this
ratio can be varied by changing the laser intensity: with
increasing depth of the optical potential the atomic wave
function becomes more and more localized and the on
site interaction increases, while at the same time the
tunneling matrix element is reduced. In the MI phase the
density (occupation number per site) is pinned at integer
n � 1, 2, . . . , corresponding to a commensurate filling of

the lattice, and thus represents an optical crystal with
diagonal long range order with the period imposed by the
laser light. The nature of the MI phase is reflected in the
existence of a finite gap U in the excitation spectrum.
Our starting point is the Hamilton operator for bosonic

atoms in an external trapping potential

H �
Z

d
3
x cy�x�

√
2

h̄
2

2m
=2 1 V0�x� 1 VT �x�

!
c�x�

1
1
2

4pash̄
2

m

Z
d

3
x cy�x�cy�x�c�x�c�x� , (1)

with c�x� a boson field operator for atoms in a given
internal atomic state, V0�x� is the optical lattice poten-
tial, and VT �x� describes an additional (slowly varying)
external trapping potential, e.g., a magnetic trap (see
Fig. 1a). In the simplest case, the optical lattice poten-
tial has the form V0�x� �

P3
j�1 Vj0 sin2�kxj� with wave

vectors k � 2p�l and l the wavelength of the laser
light, corresponding to a lattice period a � l�2. V0 is
proportional to the dynamic atomic polarizability times
the laser intensity. The interaction potential between the

FIG. 1. (a) Realization of the BHM in an optical lattice (see
text). The offset of the bottoms of the wells indicates a trapping
potential VT . (b) Plot of the scaled on site interaction U�ER

multiplied by a�as �¿1� (solid line; axis on left-hand side of
graph) and J�ER (dashed line; axis on right-hand side of graph)
as a function of V0�ER � Vx,y,z0�ER (3D lattice).
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macroscopic matter wave field w¼ kaðtÞjâjaðtÞl; which has an
intriguing dynamical evolution. At first, the different phase evol-
utions of the atom number states lead to a collapse of w. However, at
integer multiples of the revival time trev ¼ h=U all phase factors in
the sum of equation (2) re-phase modulo 2p, leading to a perfect
revival of the initial coherent state. The collapse time t c depends on
the variance j2n of the atom number distribution, such that tc <

trev=jn (see refs 1–5). A more detailed picture of the dynamical
evolution ofw can be seen in Fig. 1, where the overlap of an arbitrary
coherent state jbl with the state jal (t) is shown for different
evolution times up to the first revival time of themany-body state8,9.

In our experiment, we create coherent states of the matter wave
field in a potential well, by loading a magnetically trapped Bose–
Einstein condensate into a three-dimensional optical lattice poten-
tial. For low potential depths, where the tunnelling energy J is much
larger than the on-site repulsive interaction energyU in a single well,
each atom is spread out over all lattice sites. For the case of a
homogeneous system with N atoms and M lattice sites, the many-
body state can then be written in second quantization as a product
of identical single-particle Bloch waves with zero quasi-momentum
jWlU=J¼0 /

PM
i¼1 â

†
i

! "Nj0l. It can be approximated by a product
over single-site many-body states jfil, such that jWlU=J¼0 <QM

i¼1 jfil: In the limit of large N and M, the atom number
distribution of jfil in each potential well is poissonian and almost
identical to that of a coherent state. Furthermore, all the matter
waves in different potential wells are phase coherent, with constant
relative phases between lattice sites. As the lattice potential depth VA
is increased and J decreases, the atom number distribution in each
potential well becomes markedly subpoissonian10 owing to the
repulsive interactions between the atoms, even before entering the
Mott insulating state11–13. After preparing superposition states jfil
in each potential well, we increase the lattice potential depth rapidly
in order to create isolated potential wells. The hamiltonian of
equation (1) then determines the dynamical evolution of each of
these potential wells.

The experimental set-up used here to create Bose–Einstein
condensates in the three-dimensional lattice potential (see
Methods) is similar to that used in our previous work11,14,15. Briefly,
we start with a quasi-pure Bose–Einstein condensate of up to
2 £ 105 87Rb atoms in the jF ¼ 2;mF ¼ 2l state in a harmonic
magnetic trapping potential with isotropic trapping frequencies of
q¼ 2p£ 24Hz:Here F andmF denote the total angularmomentum

Figure 1 Quantum dynamics of a coherent state owing to cold collisions. The images a–g
show the overlap jkbjaðt Þlj2 of an arbitrary coherent state jbl with complex amplitude b
with the dynamically evolved quantum state jal(t) (see equation (2)) for an average
number of jaj2 ¼ 3 atoms at different times t. a, t ¼ 0h=U ; b, 0.1 h/U; c, 0.4 h/U;
d, 0.5 h/U; e, 0.6 h/U; f, 0.9 h/U; and g, h/U. Initially, the phase of the macroscopic matter
wave field becomes more and more uncertain as time evolves (b), but remarkably at t rev/2
(d), when the macroscopic field has collapsed such that w < 0, the system has evolved

into an exact ‘Schrödinger cat’ state of two coherent states. These two states are 1808 out

of phase, and therefore lead to a vanishing macroscopic field w at these times. More

generally, we can show that at certain rational fractions of the revival time t rev, the system

evolves into other exact superpositions of coherent states—for example, at t rev/4, four

coherent states, or at t rev/3, three coherent states
2,4. A full revival of the initial coherent

state is then reached at t ¼ h/U. In the graph, red denotes maximum overlap and blue

vanishing overlap with 10 contour lines in between.

Figure 2 Dynamical evolution of the multiple matter wave interference pattern observed
after jumping from a potential depth VA ¼ 8 E r to a potential depth VB ¼ 22 E r and a

subsequent variable hold time t. After this hold time, all trapping potentials were shut off

and absorption images were taken after a time-of-flight period of 16ms. The hold times t

were a, 0 ms; b, 100ms; c, 150ms; d, 250ms; e, 350ms; f, 400ms; and g, 550ms. At
first, a distinct interference pattern is visible, showing that initially the system can be

described by a macroscopic matter wave with phase coherence between individual

potential wells. Then after a time of,250ms the interference pattern is completely lost.

The vanishing of the interference pattern is caused by a collapse of the macroscopic

matter wave field in each lattice potential well. But after a total hold time of 550ms (g) the
interference pattern is almost perfectly restored, showing that the macroscopic matter

wave field has revived. The atom number statistics in each well, however, remains

constant throughout the dynamical evolution time. This is fundamentally different from the

vanishing of the interference pattern with no further dynamical evolution, which is

observed in the quantum phase transition to a Mott insulator, where Fock states are

formed in each potential well. From the above images the number of coherent atoms Ncoh

is determined by first fitting a broad two-dimensional gaussian function to the incoherent

background of atoms. The fitting region for the incoherent atoms excludes

130mm £ 130mm squares around the interference peaks. Then the number of atoms in

these squares is counted by a pixel-sum, from which the number of atoms in the

incoherent gaussian background in these fields is subtracted to yield N coh. a.u., arbitrary

units.
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Lattice strength decides type of ground-state

collapse and revival



General relativity analogues

Analog Gravity:  excitations (sound-waves) in a Bose-
Einstein condensate behave in some regime like particles 
propagating in general relativistic space-times.

(more on quantum simulation)

analogue Hawking radiation in 
(fluids) Bose Einstein condensates

Hawking radiation

analogue cosmological 
particle creation radiation

W. G. Unruh, Phys. Rev. Lett. 46 (1981) 1351.

C. Barcelo et al., Living Rev. Relativity 14, (2011), 3

S. Hawking, Nature 248 (1974) 30.

blocked, so that the boundary between the dark and light
regions forms the potential step of height V0=h ¼ 2:0 kHz.
Initially, the condensate is located to the right of the step, as
shown in Fig. 1. Starting at t ¼ 0, the harmonic potential is
accelerated until it reaches the constant velocity of roughly
0:3 mm s"1. The condensate then passes over the potential
step, as shown in Figs. 2(a) and 2(b). We observe no
increase in the thermal fraction in this process.
Furthermore, it is seen that the density of the condensate
is much smaller to the left of the potential step, whose
location approximately coincides with the dashed lines in
Figs. 2(a) and 2(b). By conservation of mass, the decrease
in density corresponds to an increase in flow velocity.

The images of Fig. 2(a) and 2(b) can be converted into
density profiles, averaged over the cross section of the
condensate, as shown in Fig. 2(f). This average density is
found by the relation n ¼ N=!xA, where N is the number
of atoms in a column of pixels of Figs. 2(a) and 2(b), !x ¼
0:46 "m is the length of a pixel, and A is the cross-
sectional area of the condensate in the y-z plane, seen in
Figs. 2(c) and 2(d). To calibrate N, the sensitivity of the
imaging system is required. This sensitivity is found by
studying the condensate in the harmonic potential only,

shown in Fig. 2(e). The observed radius and length of this
condensate, combined with the known trap frequencies,
give the total number of atoms NC in the condensate [26].
NC, divided by the sum of the pixels of Fig. 2(e), gives the
sensitivity of the imaging system.
By comparing the two curves of Fig. 2(f), it is seen that

the density in the left region of the figure increases with
time, while the density in the right region decreases. We
can use this redistribution of density to compute the flow

velocity via the continuity equation, given by ~r # ðn ~vÞ ¼
"@n=@t [26]. In Figs. 2(a) and 2(b), the flow appears to be
largely in the x direction. This unidirectional flow is further
verified by Figs. 2(c) and 2(d), which show no dynamics in
the y-z plane. The shape in this plane remains similar to the
shape of the condensate in the harmonic trap, shown in
Fig. 2(e). By assuming that the flow is in the x direction
only, the continuity equation gives

v ¼ " 1

n

Z x

0

@n

@t
dx0: (1)

The integrand of Eq. (1) is given by the ratio!n=!t, where
!n is the difference between the profiles in Fig. 2(f) (after
normalizing them to the same total atom number) and!t is
the time difference between the profiles. This integrand is
discretized by the pixels of the imaging system. The origin
x ¼ 0 is the left edge of Fig. 2(f). Figure 2(g) shows the
resulting velocity profile. This calculation is repeated for
various times, giving the velocity profiles of Fig. 3(a). The
error bar indicates the standard error of the mean. We
attribute this variability to fluctuations in the initial posi-
tion of the harmonic magnetic trap. The experimental
results agree well with a 3D simulation of the Gross-
Pitaevskii equation shown in Fig. 4(b).
For comparison with v, the profile of the speed of sound

can be computed from the density profiles of Figs. 2(f) and

2(h), via the relation c ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
gnav=m

p
[27], where g is the

interaction parameter, m is the atomic mass, and nav is the
average of the several density profiles shown in the figure.
In contrast to v, the computation of c relies on the absolute
calibration of n discussed above. The profiles of c are
indicated by the solid black curves in Figs. 2(g) and 3(a).
As seen in Fig. 3(a), the peak flow velocity"vm exceeds

c by an order of magnitude. The black hole horizon xH is
indicated by a filled circle. The flow decreases below the
speed of sound again at the white hole horizon, indicated
by a ‘‘þ’’ [3]. In order to find the position-dependent
profiles of the horizons, v and c are computed for 3
horizontal slices in Figs. 2(a) and 2(b), rather than for the
entire image. The dashed and dash-dotted lines indicate the
resulting profiles of the black hole horizon and white hole
horizon, respectively.
The black hole analogy requires that v and c be sta-

tionary (independent of time). We find that the motion of
the black hole horizon itself is a reasonable overall check
of stationarity. Specifically, the speed vH of the black hole
horizon should be much less than c. In Fig. 3(a), the total
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FIG. 2 (color). In situ absorption images of the sonic black
hole, with the potentials on. Gravity is in the "x direction.
(a) Condensate in the presence of the steplike potential, at
200 ms. The average of 2 images is shown. The dashed (dash-
dotted) line indicates the position-dependent profile of the black
hole (white hole) horizon. (b) Like (a), at 205 ms. (c),(d) Side
views (y-z plane) of (a) and (b), imaged simultaneously with
(a) and (b). (e) Side view of the condensate in the harmonic
potential only. (f) Density profiles, derived from (a) and (b) in
blue and green, respectively. The density is averaged over the y-z
plane (see text). (g) "v (red curve) and c (black curve). These
curves are derived from (f), as described in the text. The filled
circle and plus indicate the black hole and white hole horizons,
respectively. (h) Time evolution of the density profile. The red,
green, cyan, blue, magenta, and black curves indicate equal
intervals from 200 to 225 ms. Each curve is derived from an
average of 2 images.
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We have created an analog of a black hole in a Bose-Einstein condensate. In this sonic black hole, sound

waves, rather than light waves, cannot escape the event horizon. A steplike potential accelerates the flow

of the condensate to velocities which cross and exceed the speed of sound by an order of magnitude. The

Landau critical velocity is therefore surpassed. The point where the flow velocity equals the speed of

sound is the sonic event horizon. The effective gravity is determined from the profiles of the velocity and

speed of sound. A simulation finds negative energy excitations, by means of Bragg spectroscopy.

DOI: 10.1103/PhysRevLett.105.240401 PACS numbers: 03.75.Kk, 67.85.De

The event horizon is a boundary around the black hole,
enclosing the region from which even light cannot escape.
It has been suggested that an analog of a black hole could
be created in a variety of quantum mechanical [1–6] or
classical [7–9] systems. In the case of a quantum fluid such
as the Bose-Einstein condensate studied here [3], it is
sound waves, rather than light waves, which cannot escape.
This sonic black hole contains regions of subsonic flow, as
well as regions of supersonic flow. Since a phonon cannot
propagate against the supersonic flow, the boundary be-
tween the subsonic and supersonic regions marks the event
horizon of the sonic black hole. The analogy was later
extended to include excitations with a nonlinear dispersion
relation, in addition to phonons [10–12].

The experimental challenge is to create a steady flow
which exceeds the speed of sound [1,3,13,14]. Consider a
phonon with momentum @k. In the reference frame of the
moving fluid, the phonon has energy E ¼ @kc, where c is
the speed of sound. In the laboratory frame, by a Galilean
transformation [15], this energy becomes E0 ¼ Eþ @k # v,
where v is the flow velocity. For the case of supersonic flow
(v > c), E0 can be zero, resulting in the unstable produc-
tion of phonons. This instability is thought to prevent the
supersonic flow required to realize a sonic black hole, a
phenomenon referred to as the Landau critical velocity
[3,13,15]. By momentum conservation, however, the pro-
duction of such phonons requires an additional body such
as an impurity particle [16] or a container with a rough wall
[15]. This body provides momentum in the opposite direc-
tion to the flow. Thus, we have arranged an experimental
apparatus which does not supply much momentum in this
direction, allowing for supersonic flow during the time
scale of the experiment [3]. The free flow required to
overcome the Landau critical velocity also helps prevent
the production of quantized vortices, which usually limit
the flow to speeds much lower than the speed of sound [17].

Suggested schemes for forming a sonic black hole in a
condensate include a Laval nozzle [18,19], flow along a
ring or a long, thin condensate [3,20], a gradient in the
coupling constant [21,22], a soliton [2,23], an expanding

condensate [24], and repulsive potential maxima [5,25].
We achieve the black hole horizon by a steplike potential
combined with a harmonic potential, as shown in Fig. 1.
We translate the harmonic potential to the left as indicated
by the horizontal arrow, moving the condensate towards
the stationary step. While crossing the step, the condensate
accelerates to supersonic speeds. Thus, the region to the
left of the step is supersonic, and the region to the right is
subsonic. There is therefore a black hole horizon at the
location of the step.
The condensate consists of 1$ 105 87Rb atoms in the

F ¼ 2, mF ¼ 2 state and is initially prepared in the har-
monic part of the potential, a magnetic trap with oscillation
frequencies of 26 and 10 Hz in the radial and axial (y)
directions, respectively. The x coordinate of the minimum
of the harmonic trap is controlled by adjusting the trap
frequencies, which adjusts the sag due to gravity. The
steplike potential is created by a large diameter, red-
detuned laser beam with a Gaussian profile (1=e2 radius
of 56 !m, wavelength 812 nm). Half of this beam is
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FIG. 1. The profile of the potential, shown at a time before the
harmonic potential (a) has reached the steplike potential (b). The
horizontal arrow indicates the motion of the harmonic potential
relative to the stationary steplike potential. The dashed line
indicates the chemical potential of the condensate. Gravity is in
the%x direction. The profile of the potential step is derived from
an image of the laser beam. The harmonic potential is derived
from the measured frequency of the harmonic magnetic trap.
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cycles !m!1", which correspond to m expansion and con-
tractions. The peak wave-vector kres for parametric resonance
from Eq. !128" is shown by the position of the red solid line
in each case.

1. Single cycle „m=1…
We further consider two specific sets of parameters: !i"

m=1, X=2000, and ts=1"10−5 and !ii" m=1, X=2000, and
ts=1"10−4. The corresponding simulation results are given
by Figs. 7!a" and 7!b". In both cases there is a transient phase
where there is dramatic quasiparticle production in the time-
dependent Bogoliubov basis; however, the net quasiparticle
production at the end of the cycle !t= tf" is small in both
cases, and in particular is very close to zero for the faster
cycle in Fig. 7!a". Note that for ts=1"10−5 the resonance
condition occurs for a wave-vector larger than the cutoff for
the projector !i.e., kres!kcutoff".

2. Multiple cycles „m!1…
The excitation of the field due to parametric resonance is

much greater when there are multiple cycles of the scaling
factor, and we can therefore consider a smaller driving am-
plitude X. In particular, we consider two specific sets of pa-
rameters for this subcase: !i" m=5, X=100 and ts=1"10−4

and !ii" m=10, X=2, and ts=1"10−4. The corresponding
simulation results are given by Figs. 7!c" and 7!d". Clearly
the mode population is peaked near the resonance condition.

IX. DISCUSSION

A. Inflationary universe models

The results for the de Sitter and tanh cases can be inter-
pretted as follows. The healing length increases as the expan-
sion proceeds; a mode k that starts as phononic
#k#1/$!0"$ will at a later time tc crossover to a particlelike
regime #k%1/$!tc"$. According to the discussion of Sec. 3
we expect particle production to be dominant before this
time, the mode populations becoming fixed after this time.
This prediction is borne out in the results shown in Figs. 4
and 5.

For fast expansions, the analytic prediction in the acoustic
approximation overestimates the quasiparticle production for
modes that crossover from phononlike to particlelike. The
role of the crossover is further illustrated in Fig. 8. Here we
have plotted the quasiparticle numbers Nk at four different
times, corresponding to the results from Fig. 4!c" for
ts=1"10−4. For each time, the blue points represent the cal-
culated Nk from the classical field simulations, the green
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FIG. 4. !Color online" de Sitter expansion: time dependence of Bogoliubov mode populations. Parameters are CNL !t̄=0"=1"105, N0
=107, and X=2"103. The !blue" points on each curve show where each mode crosses over from phonon to free-particle behavior !as defined
by k̄c

2 /2=CNL". The !green" dashed curve at the final time shows the analytic prediction in the acoustic approximation based on the
Bogoliubov theory and Hamiltonian diagonalization as outlined in Sec. V A. The !red" solid curve at the final time shows the analytic
prediction !including quantum pressure" for a sudden transition from Eq. !125".
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(part 2) Rydberg atoms
• atoms in states with large principal 

quantum number n ~ 40-100.

• Large size ~ n2  (85nm for n=40)

• Large polarizability ~ n7

• Long life times ~ n3  (40µs for n=40)

• long range interactions                 
 V ~ n4 /d3     dipole-dipole         
 V ~ n11 /d6    Van-der-WaalsJohannes Rydberg

Rydberg 1880: Wavelengths of alkali spectral 
lines behave according to:
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Almost classical orbits
semi-classical description: de-Broglie wavelength compared 
to orbital radius becomes smaller and smaller => Understanding 
that can be gained from classical pictures increases

of points, is followed by solving Hamilton’s equation of
motion for each initial point. In the presence of the pump
field Fpump

z , the distribution in Ly remains narrow and
oscillates sinusoidally, periodically becoming strongly
peaked at values of Ly !"270 (or #270) $35, which
corresponds to an electron traveling anticlockwise (or
clockwise) around a nearly circular orbit. Switching off
the pump field at such times ‘‘freezes’’ the Ly distribution,
leaving the atom in a nearly circular state. This operation is
similar to the ‘‘!=2 pulse’’ used to manipulate nuclear
spins [23] and to a theoretical proposal to produce sta-
tionary circular states [9,24].

Figure 2 shows snapshots of the simulated wave packet
resulting from application of a field Fpump

z that is turned off
after 22 ns (!TS=2), i.e., when Ly reaches its largest
negative value. A localized wave packet is evident that
moves in a nearly circular orbit. As seen in Fig. 3, which
shows the time evolution of the electron distribution in
both angle and radius, the wave packet remains well local-
ized for several orbits. It circulates with near constant
radius (!n2) and, since its angular position depends line-
arly on time, with constant angular velocity and momen-
tum (!n"1). The localization of the wave packet in
azimuth initially improves with time becoming optimum
!7–12 ns after turn-off of the pump field, when its full
width half maximum amounts to !1 radian. (The first

snapshot in Fig. 2 is taken !7 ns after the field is turned
off.) The coordinate of the wave packet moves in an
approximately circular orbit with angular frequency !n %
n"3 given by

FIG. 2 (color online). Snapshots showing the evolution of the
simulated wave packet following application of a pump field
Fpump
z % "20 mVcm"1 for 22 ns to quasi-1D ni % 306 atoms.

These are taken at the times shown after turn-off of Fpump
z and

represent projections on the xz plane. Scaled units x0 % x=n2i
and z0 % z=n2i are used.

FIG. 3 (color online). Time dependence of (a) the angular and
(b) the radial distributions of the wave packet following turn-off
of a pump field of "20 mVcm"1 applied for 22 ns. The
azimuthal angles are measured from the #x axis. Scaled units
r0 % r=n2i are used.

FIG. 1 (color online). Time evolution of a classical Rydberg
electron trajectory &ni % 306' in a field Fpump

z % "20 mVcm"1

directed along the z axis. The electron orbit is initially oriented
along the x axis, and the motion, projected into the xz plane, is
followed for one Stark precession period TS ! 43 ns.
Inset: Calculated evolution of the distribution in the y component
of angular momentum Ly for the wave packet. Scaled units x0 %
x=n2i and z0 % z=n2i are used.
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Observation of Rydberg blockade between
two atoms
E. Urban, T. A. Johnson, T. Henage, L. Isenhower, D. D. Yavuz, T. G. Walker and M. Saffman*

Blockade interactions whereby a single particle prevents the

flow or excitation of other particles provide a mechanism for

control of quantum states, including entanglement of two or

more particles. Blockade has been observed for electrons
1–3
,

photons
4
and cold atoms

5
. Furthermore, dipolar interactions

between highly excited atoms have been proposed as a

mechanism for ‘Rydberg blockade’
6,7
, which might provide a

novel approach to a number of quantum protocols
8–11

. Dipolar

interactions between Rydberg atoms were observed several

decades ago
12
and have been studied recently in a many-body

regime using cold atoms
13–18

. However, to harness Rydberg

blockade for controlled quantum dynamics, it is necessary to

achieve strong interactions between single pairs of atoms.

Here, we demonstrate that a single Rydberg-excited rubidium

atom blocks excitation of a second atom located more than

10µm away. The observed probability of double excitation is

less than 20%, consistent with a theoretical model of the

Rydberg interaction augmented by Monte Carlo simulations

that account for experimental imperfections.

The mechanism of Rydberg blockade is shown in Fig. 1a. Two
atoms, one labelled ‘control’ and the other ‘target’, are placed in
proximity with each other. The ground state |1� and Rydberg state
|r� of each atom form a two-level system that is coupled by laser
beams with Rabi frequency Ω . Application of a 2π pulse (Ω t = 2π
with t being the pulse duration) on the target atom results in
excitation and de-excitation of the target atom giving a phase shift
of π on the quantum state, |1�t → −|1�t. If the control atom is
excited to the Rydberg state before application of the 2π pulse, the
dipole–dipole interaction |r�c ↔ |r�t shifts the Rydberg level by an
amount B that detunes the excitation of the target atom so that it is
blocked and |1�t → |1�t. Thus, the excitation dynamics and phase of
the target atom depend on the state of the control atom. Combining
this Rydberg-blockade-mediated controlled-phase operation6 with
π/2 single-atom rotations between states |0�t and |1�t of the
target will implement the CNOT gate between two atoms. We
have previously demonstrated the ability to carry out ground-state
rotations at individual trapping sites19, as well as coherent excitation
from ground to Rydberg states at a single site20. Here, we describe
experiments that demonstrate the Rydberg blockade effect between
two neutral atoms separated by more than 10 µm, which is an
enabling step towards creation of entangled atomic states. Previous
demonstrations of neutral-atom entanglement have relied on short-
range collisions at length scales characterized by a low-energy
scattering length of about 10 nm (refs 21,22). Our results, using
laser-cooled and optically trapped 87Rb, extend the distance for
strong two-atom interactions by three orders of magnitude, and
place us in a regimewhere the interaction distance is large compared
with 1 µm, which is the characteristic wavelength of light needed
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Figure 1 | Rydberg blockade mechanism. a, Conceptual operation of a

Rydberg blockade phase gate between control and target atoms each with

internal qubit states |0�,|1� and Rydberg state |r�. b, Experimental geometry

with two trapping regions separated by Z= 10 µm. c, Experimental

fluorescence image of the atomic density created by averaging 146

exposures each with one atom in the control and target sites.

for internal-state manipulation. The ten-to-one ratio we achieve
between the interaction length and the wavelength of the control
light is a significant step towards demonstration of a universal
quantumgate between neutral atoms in a scalable architecture.

To carry out the blockade operation of Fig. 1a, the atoms must
be close enough to have a strong interaction, yet far enough apart
that they can be individually controlled (Fig. 1b). To satisfy these
conflicting requirements, we first localize single atoms to regions
that are formed by tightly focused beams from a far-detuned laser.
The lasers that control the coupling between internal states are
focused to a small waist w ∼ 10 µm so the atoms can be separately
manipulated by displacing the control lasers, even though the
trapping sites are close together. In addition, we excite high-lying
Rydberg levels with n= 79 and 90. The strength of the long-range
interaction between two Rydberg atoms scales as n11, with n being
the principal quantumnumber23. As will be discussed inmore detail
below, the 79d(90d) Rydberg levels provide B/2π > 3(9.5)MHz
of blockade shift at Z = 10.2 µm, which is sufficient for a strong
two-atom blockade effect.
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Observation of collective excitation of two
individual atoms in the Rydberg blockade regime
Alpha Gaëtan1, Yevhen Miroshnychenko1, TatjanaWilk1, Amodsen Chotia2, Matthieu Viteau2,
Daniel Comparat2, Pierre Pillet2, Antoine Browaeys1* and Philippe Grangier1

When two quantum systems interact strongly with each other,

their simultaneous excitation by the same driving pulse may be

forbidden. The phenomenon is known as blockade of excitation.

Recently, extensive studies have been devoted to the so-called

Rydberg blockade between neutral atoms, which appears when

the atoms are in highly excited electronic states, owing to

the interaction induced by the accompanying large dipole

moments. Rydberg blockade has been proposed as a basic

tool in quantum-information processing with neutral atoms
1–5
,

and can be used to deterministically generate entanglement

of several atoms. Here, we demonstrate Rydberg blockade

between two atoms individually trapped in optical tweezers at

a distance of 4µm. Moreover, we show experimentally that

collective two-atom behaviour, associated with the excitation

of an entangled state between the ground and Rydberg

levels, enhances the allowed single-atom excitation. These

observations should be a crucial step towards the deterministic

manipulation of entanglement of two or more atoms, with

possible implications for quantum-information science, as well

as for quantum metrology, the study of strongly correlated

systems in many-body physics, and fundamental studies

in quantum physics.

A large experimental effort is nowadays devoted to the

production of entanglement, that is quantum correlations, between

individual quantum objects such as atoms, ions, superconducting

circuits, spins or photons. There are several ways to engineer

entanglement in a quantum system. Here, we focus on a method

that relies on a blockade mechanism where the strong interaction

between different parts of a system prevents their simultaneous

excitation by the same driving pulse. Single excitation is still

possible but is delocalized over the whole system, and results in the

production of an entangled state. This approach to entanglement

is deterministic and can be used to realize quantum gates
1
or

to entangle mesoscopic ensembles, provided that the blockade

is effective over the whole sample
2
. Blockade effects have been

observed in systems where interactions are strong such as systems

of electrons using the Coulomb force
6
or the Pauli effective

interaction
7
, as well as with photons and atoms coupled to an

optical cavity
8
. Recently, atoms held in the ground state of the

wells of an optical lattice have been shown to exhibit interaction

blockade, due to s-wave collisions
9
. An alternative approach uses

the comparatively strong interaction between two atoms excited to

Rydberg states. This strong interaction gives rise to the so-called

Rydberg blockade, which has been observed in clouds of cold

atoms
10–15

as well as in a Bose condensate
16
. A collective behaviour

associated with the blockade has been reported in an ultracold

atomic cloud
17
. Recently, an experiment demonstrated the blockade

1
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Figure 1 | Rydberg excitation of two atoms in the blockade regime.

a, Principle of the Rydberg blockade between two atoms separated by a

distance R. Two states |g� and |r� are coupled with Rabi frequency Ω . When

the two atoms are in state |r,r�, they interact strongly, which leads to
symmetrical energy shifts �E= ±(C3/R3). When this shift becomes larger

than h̄Ω , the laser is out of resonance with the transition coupling the

singly and doubly excited states, and only one atom at a time can be

transferred to the Rydberg state. b, When the atoms are in the blockade

regime, the state |Ψ+�, described in the text, is only coupled to the ground

state |g,g� with a strength
√
2Ω , whereas the state |Ψ−� is not coupled by

the laser to the states |g,g� and |r,r�. The atoms are therefore described by

an effective two-level system.

between two atoms 10 µm apart, by showing that when one atom

is excited to a Rydberg state, the excitation of the second one is

greatly suppressed
18
. However, the enhancement of the excitation

rate of one atom when two atoms are present, explained by the

excitation of an entangled state in the blockade regime, has not been

observed until now.

Here, we study two individual atoms, held at a few micrometres

distance by two optical tweezers. The ground state |g � and aRydberg
state |r� of an atom are separated by an energy E (see Fig. 1a)

and can be coupled by a laser. For non-interacting atoms, a and

b, the two-atom spectrum exhibits two transitions at the same

frequency E/�, connecting states |g ,g � to |r,g � or |g ,r�, and then

to |r,r�. This enables the simultaneous excitation of the two atoms

to state |r,r�. However, if the two atoms interact strongly when

in state |r,r�, this energy level is shifted by an amount �E and

the laser excitation cannot bring the two atoms to state |r,r�. A
fundamental consequence of this blockade is that the atoms are

excited in the entangled state |Ψ+�= (1/
√
2)(e

ik·ra |r,g �+e
ik·rb |g ,r�),

where ra and rb are the positions of the two atoms and k
is related to the wave vectors of the exciting lasers. More
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and have been used to demonstrate high fidelity gates
and small algorithms !Blatt and Wineland, 2008". Neu-
tral atom qubits represent another promising approach
!Bloch, 2008". They share many features in common
with trapped ion systems including long-lived encoding
of quantum information in atomic hyperfine states and
the possibility of manipulating and measuring the qubit
state using resonant laser pulses.

Neutral atoms distinguish themselves from ions when
we consider their state dependent interaction properties,
which are essential for implementing two-qubit quantum
gates. Figure 1 shows the dependence of the two-particle
interaction strength on separation R for singly charged
ions, ground-state neutral atoms, and Rydberg atoms.
The interaction of ground-state atoms is dominated by
1/R6 van der Waals forces at short range and 1/R3 mag-
netic dipole-dipole forces beyond about 30 nm. At spac-
ings greater than 1 !m the interaction is weak, less than
1 Hz in frequency units, which implies that an array of
neutral atom qubits can be structurally stable. On the
other hand, excitation of Rb atoms to the 100s Rydberg
level results in a very strong interaction that has reso-
nant dipole-dipole character, scaling as 1/R3, at short
distances and van der Waals character, scaling as 1/R6,
at long distances. As will be discussed in Sec. II the char-
acteristic length scale Rc where the Rydberg interaction
changes character depends on the principal quantum
number n. For the 100s state the crossover length is
close to Rc=9.5 !m, and at this length scale the ratio of
the Rydberg interaction to the ground-state interaction
is approximately 1012.

The applicability of Rydberg atoms for quantum infor-
mation processing, which is the central topic of this re-
view, can be traced to the fact that the two-atom inter-
action can be turned on and off with a contrast of 12
orders of magnitude. The ability to control the interac-
tion strength over such a wide range appears unique to
the Rydberg system. We may compare this with trapped
ions whose Coulomb interaction is much stronger but is
always present. The strong Coulomb interaction is ben-
eficial for implementing high fidelity gates !Benhelm et
al., 2008b" but the always on character of the interaction
makes the task of establishing a many-qubit register ap-

pear more difficult than it may be for an array of weakly
interacting neutral atoms. Several approaches to scal-
ability in trapped ion systems are being explored includ-
ing the development of complex multizone trap tech-
nologies !Seidelin et al., 2006" and anharmonic traps !Lin
et al., 2009". We note that some of the attractive features
of Rydberg-mediated interactions may also be appli-
cable to trapped ion systems !Müller et al., 2008".

A. Rydberg-mediated quantum gates

The idea of using dipolar Rydberg interactions for
neutral atom quantum gates was introduced in 2000
!Jaksch et al., 2000" and quickly extended to a meso-
scopic regime of many-atom ensemble qubits !Lukin et
al., 2001". The basic idea of the Rydberg blockade two-
qubit gate is shown in Fig. 2. When the initial two-atom
state is |01# $Fig. 2!a"% the control atom is not coupled to
the Rydberg level and the target atom picks up a "
phase shift. When the initial state is |11# both atoms are
coupled to the Rydberg level. In the ideal case when the
two-atom “blockade” shift B due to the Rydberg inter-
action is large compared to the excitation Rabi fre-
quency #, excitation of the target atom is blocked and it
picks up no phase shift. The evolution matrix expressed
in the computational basis &|00#,|01#,|10#,|11#' is

U =(
1 0 0 0
0 − 1 0 0
0 0 − 1 0
0 0 0 − 1

) , !1"

which is a controlled-Z !CZ" gate. As is well known
!Nielsen and Chuang, 2000" the CZ gate can be readily
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FIG. 1. !Color online" Two-body interaction strength for
ground-state Rb atoms, Rb atoms excited to the 100s level,
and ions.
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FIG. 2. !Color online" Rydberg blockade controlled phase gate
operating on input states !a" |01# and !b" |11#. Quantum infor-
mation is stored in the basis states |0#, |1# and state |1# is
coupled to a Rydberg level *r# with excitation Rabi frequency
#. The controlled phase gate is implemented with a three
pulse sequence: !1" " pulse on control atom *1#→ *r#, !2" 2"
pulse on target atom *1#→ *r#→ *1#, and !3" " pulse on control
atom *r#→ *1#. !a" The case where the control atom starts in |0#
and is not Rydberg excited so there is no blockade. !b" The
case where the control atom is in |1# which is Rydberg excited
leading to blockade of the target atom excitation.
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Three-Dimensional Roton Excitations and Supersolid Formation
in Rydberg-Excited Bose-Einstein Condensates

N. Henkel, R. Nath, and T. Pohl
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We study the behavior of a Bose-Einstein condensate in which atoms are weakly coupled to a highly

excited Rydberg state. Since the latter have very strong van der Waals interactions, this coupling induces

effective, nonlocal interactions between the dressed ground state atoms, which, opposed to dipolar

interactions, are isotropically repulsive. Yet, one finds partial attraction in momentum space, giving

rise to a roton-maxon excitation spectrum and a transition to a supersolid state in three-dimensional

condensates. A detailed analysis of decoherence and loss mechanisms suggests that these phenomena are

observable with current experimental capabilities.

DOI: 10.1103/PhysRevLett.104.195302 PACS numbers: 67.80.K!, 03.75.Kk, 32.80.Ee, 32.80.Qk

Since being introduced by Landau in a series of seminal
articles [1], the notion of a roton minimum in the disper-
sion of a quantum liquid has been pivotal to understanding
superfluidity in helium. This later led to the prediction of a
peculiar solid state upon softening of the roton excitation
energy [2], simultaneously possessing crystalline and su-
perfluid properties. In such a supersolid [3], the particles
that must supply the rigidity to form a crystal, at the same
time provide for superfluid nonviscous flow. Forty years
after its conjecture, this apparent contradiction continues to
attract theoretical interest and has ushered in an intense
search for experimental evidence in solid 4He, whose
interpretations are currently under active debate [4,5].

Here, we demonstrate how three-dimensional roton ex-
citations can be realized in atomic Bose-Einstein conden-
sates (BECs), thereby introducing an alternative system to
study supersolidity. The supersolid phase transition is
shown to arise from effective interactions, realized through
off-resonant optical coupling [6–8] to highly excited
Rydberg states. Owing to the strong increase of atomic
interactions with their principal quantum number n, reso-
nantly excited Rydberg gases have proved to be an ideal
platform to study strong interactions in many-body sys-
tems [9] on short microsecond time scales. The present
approach—based on off-resonant two-photon excitation
[see Fig. 1(a)] of Bose-condensed alkaline atoms—permits
us to utilize the strong Rydberg interactions over much
longer times of "100 ms. In particular, we consider cou-
pling to nS Rydberg states with vanishing orbital angular
momentum, which, as opposed to dipole-dipole interac-
tions, gives rise to isotropically repulsive interaction po-
tentials for the ground state atoms, and, thus, ensures
stability of the condensate.

The system is described as a gas of N atoms with mass
M at positions ri, each possessing a ground state jgii and
an excited nS Rydberg state, denoted by jeii. The two
states are optically coupled with a two-photon Rabi fre-
quency ! and detuning " [see Fig. 1(a)]. Defining cor-

responding transition and projection operators !̂ðiÞ
"# ¼

j"iih#ij (";# ¼ e; g), the resulting N-particle interaction
can be written as

Ĥ I ¼
X

i<j

VeeðrijÞ!̂ðiÞ
ee!̂

ðjÞ
ee ! @"X

i

!̂ðiÞ
ee þ ĤL;

where ĤL ¼ @!
2

P
i!̂

ðiÞ
eg þ !̂ðiÞ

ge describes the laser coupling
and VeeðrijÞ ¼ C6=r

6
ij > 0 denotes the van der Waals

(vdW) interaction between two Rydberg atoms at a dis-
tance rij ¼ ri ! rj. Because of the strongC6 " n11 scaling
of the vdW coefficient, such Rydberg-Rydberg atom inter-
actions are orders of magnitude larger than those of ground
state atoms. We are interested in the potential surface

FIG. 1 (color online). (a) Schematics of the considered three-
level atom, illustrating the laser coupling between the atomic
ground state jn0Si and the Rydberg state jnSi. For"1 ' !1, the
system reduces to an effective two-level atom, with the states
jgi ( jn0Si and jei ( jnSi coupled with a two-photon Rabi
frequency ! and detuning ". (b) Effective potential resulting
from the off-resonant coupling to the strongly interacting
Rydberg states for n ¼ 60 and " ¼ 50 MHz. Panels (c) and
(d) provide an enlarged view of the potential showing the
contributions from both ground state-Rydberg atom and ground
state-ground state atom interactions (solid line) as well as the
sole contribution from the latter (dashed line).
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Nonlocal Nonlinear Optics in Cold Rydberg Gases
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We present an analytical theory for the nonlinear optical response of a strongly interacting Rydberg gas

under conditions of electromagnetically induced transparency. Simple formulas for the third-order optical

susceptibility are derived and shown to be in excellent agreement with recent experiments. The obtained

expressions reveal strong nonlinearities, which in addition are of highly nonlocal character. This property

together with the enormous strength of the Rydberg-induced nonlinearities is shown to yield a unique

laboratory platform for nonlinear wave phenomena, such as collapse-arrested modulational instabilities in

a self-defocusing medium.

DOI: 10.1103/PhysRevLett.107.153001 PACS numbers: 32.80.Ee, 42.50.Gy, 42.65.!k

Advances in designing materials with highly intensity-
dependent refraction [1–3] have ushered in numerous
studies of nonlocal nonlinear wave phenomena [4–8]. In
nonlocal systems, such as nematic liquid crystals [1,2] or
thermal media [3], the nonlinear response depends not only
on the local intensity at a given point but also on the
surrounding intensity profile. While many of these settings
require high power laser light, electromagnetically induced
transparency (EIT) in ultracold multilevel atoms [9,10]
provides an elegant mechanism to suppress photon loss
and simultaneously increase light-matter interaction times
to enhance nonlinear effects. Combined with sufficiently
large nonlinearities, this holds great potential for few-
photon nonlinear optics [11,12] and may enable applica-
tions in communication and quantum information science.

Recently, it was recognized that EIT schemes involving
highly excited atomic Rydberg levels provide promising
perspectives for such applications [13–23]. In particular,
the huge polarizability of Rydberg states gives rise to giant
Kerr coefficients [16] but also entails strong long-range
interactions, which render Rydberg-EIT media intrinsi-
cally nonlinear. Indeed, a recent theory for two-photon
pulses revealed the emergence of strong effective photon-
photon interactions [24], while experiments [21] and nu-
merical calculations [25] demonstrated greatly enhanced
nonlinear absorption coefficients in the opposite limit of
large photon numbers.

In this Letter, we develop an analytical theory for the
nonlinear optical response of a strongly interacting
Rydberg-EIT medium to monochromatic multiphoton light
sources. Based on the approach, we give a simple formula
for the nonlinear absorption coefficient that provides an
excellent description of recent measurements on cold ru-
bidium gases [21]. For large single-photon detunings,
absorption is shown to be greatly suppressed—yet main-
tains huge refractive nonlinearities that exceed previous
records in ultracold Kerr media [10] by several orders of
magnitude. Combined with their long range, this makes for

an ideal nonlinear medium to study nonlocal wave phe-
nomena, in which the strength, the range, and even the sign
of the nonlocal interaction kernel can be widely tuned with
high accuracy. To demonstrate this potential, we present
numerical results for the propagation of cw laser light
and show that paradigm phenomena, such as optical
solitons [4,5] and modulational instabilities [6] [see
Fig. 1(c)], are observable with current experimental
capabilities.
Consider first the propagation of a beam with wave

number k and amplitude Ep that couples to the atomic
medium with a Rabi frequency !p ¼ }12Ep=@ [see
Fig. 1(a)], as described by the paraxial wave equation

FIG. 1 (color online). (a) Three-level scheme for isolated
atoms, where the atomic ground state j1i, an intermediate state
j2i, and a highly excited Rydberg state j3i are mutually driven by
a strong control and a weak probe field with Rabi frequencies!c

and !p, respectively. (b) In a gas of atoms, the strong van der
Waals interaction between atoms in state j3i inhibits multiple
Rydberg excitations within a blockade radius Rc, giving rise to a
strongly nonlinear optical response of the medium. The resulting
nonlinear beam propagation, for example, leads to modulation
instabilities, as shown in (c) for a rubidium 70S1=2 Rydberg gas
with a density of 8# 1013 cm!3 and !p=2! ¼ 0:35 MHz,
!c=2! ¼ 80 MHz, and "=2! ¼ 1:2 GHz.
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sequence, the system generally approaches a glassy state
with short-range ordered density modulations, when start-
ing from a homogenous initial state (see below). We, thus,
used variational calculations, based on periodically ar-
ranged Gaussians with varying width and lattice constant,
to provide the proper initial wave function for a subsequent
imaginary time evolution according to Eq. (2).

Some of the obtained energies are shown in Fig. 3(b).
For small values of ! the BEC ground state is a homoge-
nous superfluid. At a critical value of !suso ! 30:1, one
finds a transition to a stable supersolid state. This first-
order transition precedes the roton-instability [21] and

takes place at a finite roton gap of "suso ! 0:66 @2k2rot
2M . The

existence of several competing states with similar energies
but different crystal symmetries [see Fig. 3(b)] may gen-
erally complicate the experimental preparation of ordered
states. In this respect, the dynamical tunability of the
interaction strength ~C6 via changing the laser intensity
can serve as a useful tool to steer the BEC evolution.

In order to demonstrate this point, we also studied the
time evolution, starting from a homogenous BEC. As a
specific example, we discuss the BEC dynamics for a
simple time dependence of !, shown in Fig. 4(a). The
calculation starts from a homogenous condensate with
small random phase noise and uses a complex time inte-
gration with a small imaginary contribution [22]. The
instantaneous increase of ! at time t ¼ 0 from ! ¼ 0–60
induces the roton instability. This sudden parameter
quench, however, causes relaxation towards a short-range
ordered, ‘‘glassy’’ [5] state [Fig. 4(b)], as discussed above.
As ! is decreased close to the phase transition some of the
structures vanish entirely, leading to a mixed phase in

which extended superfluid fractions of nearly constant den-
sity coexist with density-modulated domains [Fig. 4(c)].
The latter increase in time [Fig. 4(d)], and ultimately
merge to form sizable ‘‘crystallites’’ of regular density
modulations [Fig. 4(e)].
Turning to a discussion of the experimental feasibility,

we consider a particular example of coupling to 60S
Rydberg states in a 87Rb condensate, for which Rydberg
excitation has recently been demonstrated [23]. Figure 5
shows the corresponding ‘‘phase diagram’’ for a typical
density of 1014 cm#3, also including a finite s-wave scat-
tering length a > 0. The latter only leads to some increase
of the critical Rabi frequencies for inducing the roton
instability. Importantly, the transition to a supersolid can
be realized with Rabi frequencies of a few hundred kHz,
and the condition j!j $ " can be well fulfilled deep in the
roton-instability regime. Yet, the detuning is sufficiently
small to avoid excitation of nearby Rydberg states and
near-resonant dipole coupling to adjacent pair states for
distances * Rc. For typical values of Rc, the number of
atoms within a single density peak is on the order of 103,
which justifies the applied mean-field description in terms
of Eq. (2).
Major limitations for the stability of Rydberg gases

generally stem from the finite lifetime of the involved
excited states and from autoionization of close Rydberg
atom pairs, initiated by near-resonant dipole-dipole cou-

FIG. 3 (color online). (a) Roton gap " as a function of the
interaction parameter !. (b) Energy density " ¼ #0

2N h#j#@2r2

2M þ
Ĥj#i for different crystal symmetries relative to the energy
density "hom ¼ $2!=3 of a homogeneous BEC. Panel (c) pro-
vides an enlarged view around the transition point. The effective
Rydberg state lifetime for excitation of 87Rb to n ¼ 60 (C6 ¼
9:7& 1020 a:u: [26]) with ! ¼ 50 MHz and #0 ¼ 1014 cm#3 is
shown in (d).

FIG. 4 (color online). Snapshots of the BEC dynamics for a
time-varying interaction parameter !ðtÞ shown in (a). Panels (b)–
(e) show the density along orthogonal slices through the simu-
lation box at times indicated in (a). The upper and right axes
in (a) show the actual time and Rabi frequency for a 87Rb BEC
with n ¼ 60, ! ¼ 50 MHz, and #0 ¼ 2& 1014 cm#3.
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Excitation transport
(more on quantum simulation)

resonant dipole-dipole interactions: 
Fluctuations between dipoles of different atoms 
(molecules) can lead to excitation transport.

Photosynthetic light-
harvesting complex

Chain of Rydberg atoms

Adiabatic 
excitation 
transport

sical) nuclear positions, we now move to a quantum nu-
clear wave function.

The spatial wave function of each atom is assumed
Gaussian with a standard deviation !0. Hence, we take
the complete initial wave function (i.e., containing nuclear
and excitonic degrees of freedom) as

j!ðt ¼ 0Þi ¼ j’repðRÞi
YN

n¼1

"GðRnÞ;

"GðRnÞ ¼ N expð$½Rn $ R0n&2=2!2
0Þ;

(6)

where R0n is the center of mass of the nth Gaussian andN
is a normalization factor.

To confirm the applicability of the quantum-classical
numerical treatment, we consider the smallest nontrivial
chain N ¼ 3. Figure 2 shows the quantum mechanical
probability to find an atom at a certain position, in perfect
agreement with the corresponding graph obtained with the
quantum-classical hybrid approach.

The excellent agreement between the two disparate
methods for N ¼ 3 gives confidence that Tully’s surface
hopping produces reliable results also for longer chains,
such asN ¼ 7, which we consider now. The corresponding
atomic motion and excitation transfer, when starting in the
exciton state with highest energy, are shown in Fig. 3. Let
us first consider the atomic motion. As expected, initially
the two excited atoms strongly repel each other. When
atom 2 has approached atom 3, the main repulsion is
now between those two, causing atom 2 to slow down

and atom 3 to accelerate. In this way the initial momentum
is transferred through the chain to atom 7, realizing a
microscopic version of Newton’s cradle.
To lay the basis for the treatment of entanglement dy-

namics, we next discuss the excitation transfer, shown in
Fig. 3(c), which is strongly coupled to the atomic motion as
can be seen in Fig. 3(b). The excitation gets transferred,
always remaining localized on the two instantaneously
nearest atoms, in accordance with the structure of exciton
eigenstates outlined in [17]. After 5:5 #s the momentum
transferred through the chain kicks out the last atom, and a
well-defined close proximity pair no longer exists. The
exciton state then assumes the shape for an equidistant
chain, delocalized over the entire chain (consisting of the
remaining N $ 2 atoms), which subsequently slowly
spreads out. From the occupation of the initially populated
repulsive adiabatic state, which is also shown in Fig. 3(b),

FIG. 2 (color online). Nuclear dynamics in the case N ¼ 3.
The time evolution of the total atomic density nðx; tÞ (a) is shown
together with a comparison of Tully’s surface hopping calcula-
tions (black solid line) with the full quantum evolution (red
dashed line) in the other panels. (b) Spatial slice nðx; t0Þ, with t0
as indicated by the first vertical white lines in (a). Arbitrary units.
(c) Relative population n2 ¼

R
dRj ~"2ðRÞj2 (n2 ¼ j~c2j2 in

Tully’s algorithm) on the adiabatic surface (index 2) that is
energetically nearest to the initial repulsive one. This is a
measure of the propensity of nonadiabatic transitions. The
deviation of curves in (b) and (c) is shown magnified in the
insets. (d) Initial repulsive state.

FIG. 3 (color online). Dynamics of atomic motion and excita-
tion transfer. (a) Total atomic density averaged over 105 realiza-
tions. We actually plot

ffiffiffi
n

p
. (b) Mean trajectories of the

individual atoms (white) and electronic excitation probabilities
(diabatic populations) jcmj2, cm ¼ P

mO
T
nm~cm. The latter are

encoded as the width of the copper shading surrounding each
trajectory. (c) Population on the adiabatic surface ‘‘rep’’ (black
line) and individual diabatic populations. (d) Purity P ¼ Tr½!̂2&
of the reduced electronic density matrix !̂ (solid green line) and
bipartite entanglement En;nþ1 for neighboring atoms as defined
in the text. The dotted line indicates 1.
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so large that the overlap of their electronic wave functions
can be neglected. The total Hamiltonian of the system is

HðRÞ ¼ $
XN

n¼1

@2
2M

r2
Rn

þHelðRÞ; (1)

where R ¼ ðR1; . . . ; RNÞT is the vector of nuclear posi-
tions. The electronic Hamiltonian

HelðRÞ ¼
X

nm

VnmðRnmÞj!nih!mj (2)

contains the dipole-dipole coupling between atoms n and
m. We consider the case with all atoms in ml ¼ 0 azimu-
thal angular momentum states, such that VnmðRnmÞ ¼
$"2=R3

nm without angular dependence [16].
Our numerical calculations use an atomic mass M ¼

11 000 a:u: (which is roughly the mass of lithium) and a
transition dipole moment " ¼ 1000 a:u:, corresponding to
transitions between s and p states with n & 30; . . . ; 40.

The full many-body problem posed by the Hamiltonian
(1) becomes quickly intractable as the number of atoms N
is increased. For small N, however, it is no problem to
directly solve the equation of motion. Expanding the full
wave function in electronic (diabatic) states according to
j!ðRÞi ¼ PN

n¼1 #nðRÞj!ni, we arrive at the Schrödinger
equation (in atomic units)

i _#nðRÞ ¼
XN

m¼1

!
$
r2

Rm

2M
#nðRÞ þ VnmðRnmÞ#mðRÞ

"
: (3)

In order to validate the semiclassical method pre-
sented below, which in turn will be faithfully used
for longer chains, we solve Eq. (3) for N ¼ 3. In our
figures we will not show the full N-dimensional
nuclear wave function but focus on the more intuitive total
atomic density, which is given by nðRÞ ¼PN

j¼1

PN
m¼1

R
dN$1Rfjgj#mðRÞj2. Here

R
dN$1Rfjg de-

notes integration over all but the jth nuclear coordinate.
The density nðRÞ gives the probability to find an atom at
position R.

The diabatic representation of the wave function allows
a straightforward propagation for short chains. For longer
chains and for the interpretation of the results, the adiabatic
representation j!ðRÞi ¼ PN

n¼1
~#nðRÞj’nðRÞi is helpful.

Here the adiabatic basis j’ni is defined via
HelðRÞj’nðRÞi ¼ UnðRÞj’nðRÞi. For each R there are
N excitonic eigenstates j’nðRÞi labeled by the index n.
The corresponding eigenenergies UnðRÞ define the adia-
batic potential surfaces. The two representations are re-
lated by ~#nðRÞ ¼ P

mh’nðRÞj!mi#mðRÞ.
For long chains, we solve the time-dependent

Schrödinger equation with Hamiltonian (1) using a mixed
quantum-classical method, Tully’s surface hopping algo-
rithm [18,19]. In this approach an ensemble of trajectories
is propagated, and each trajectory moves classically on a
single adiabatic surface UmðRÞ, except for the possibility
of instantaneous switches among the adiabatic states.
The equations of motion read

i
@

@t
~ck ¼ UkðRÞ~ck $ i

XN

q¼1

_R 'dkq~cq; (4)

M €R ¼ $rRh’mðRÞjHelðRÞj’mðRÞi: (5)

The N complex amplitudes ~ck define the electronic state
via j!ðR; tÞi ¼ PN

n¼1 ~cnðtÞj’nðR; tÞi and the dkq are non-
adiabatic coupling vectors. Besides their appearance in
Eq. (4), they also control the likelihood of stochastic jumps
from the current surfacem to another surfacem0 in Eq. (5),
which is proportional to j _R ' dm0mj. Further details about
this scheme can be found in Refs. [17,19,20]. The under-
lying quantum-classical correspondence is discussed in
Refs. [21,22]. We randomize the initial classical positions
and velocities for the trajectories according to the Wigner
distribution of the initial state, described in Eq. (6). This is
essential for a correct description.
Initially we assume that the Rydberg atoms are arranged

in a straight line. The distance between the first two atoms
is denoted by a and assumed shorter than the equal dis-
tances (x0) between the other atoms, as sketched in Fig. 1.
For fixed classical positions, one of the N eigenstates of

the electronic Hamiltonian (2) leads to a situation where
initially all atoms repel each other [17]. In the following we
will focus on this state, which we label with ‘‘rep.’’ Since
the dipole-dipole interaction between the first two atoms is
much stronger than between all others, the excitation in
this repulsive state is mainly localized on these two atoms.
For a ( x0 this initial state can be approximately written
as ðj!1i $ j!2i=

ffiffiffi
2

p
. In Fig. 1(c) the electronic population

on the various atoms is shown as a function of a=x0. For
our simulations, we have taken x0 ¼ 5 "m and a ¼
2 "m, i.e., a=x0 ¼ 0:4. Then the dipole-dipole interaction
between the first two atoms is about 5 times larger than for
the rest of the chain and more than 90% of the excitation is
localized on the first two atoms. From the pointlike (clas-
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FIG. 1 (color online). (a) Sketch of the initial total density
distribution of N ¼ 5 Rydberg atoms. (b) Visualization of the
electronic state j!1i. (c) Trapping of the electronic excitation in
the repulsive exciton state by a perturbation of the regular chain.
Shown are the populations pn ¼ jh!nj’repðRÞij2 as a function of
a=x0.
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BEC in other physical systems

exciton polaritons
in semiconductor 
microcavity

(some examples)

physics soon exits the regime of weakly interacting bosons that
describes ultracold atoms; second, the lifetime is short enough that
we must confront the role of non-equilibrium physics25. Never-
theless, the principal experimental characteristics expected for BEC
are clearly reported here: condensation into the ground state arising
out of a population at thermal equilibrium; the development of
quantum coherence, indicated by long-range spatial coherence, and
sharpening of the temporal coherence of the emission.

Experimental procedure
The sample we studied consists of a CdTe/CdMgTe microcavity
grown by molecular beam epitaxy. It contains 16 quantum wells,

displaying a vacuum field Rabi splitting of 26meV (ref. 26). The
microcavity was excited by a continuous-wave Ti:sapphire laser,
combined with an acousto-optic modulator (1-ms pulse, 1% duty
cycle) to reduce sample heating. The pulse duration is sufficiently
long (by four orders of magnitude) in comparison with the charac-
teristic times of the system to guarantee a steady-state regime. The
laser beam was carefully shaped into a ‘top hat’ intensity profile
providing a uniform excitation spot of about 35 mm in diameter on
the sample surface, as shown in Fig. 4i. The excitation energy was
1.768 eV, well above the polariton ground state (1.671 eV at cavity
exciton resonance), at the first reflectivity minimum of the Bragg
mirrors, allowing proper coupling to the intra-cavity field. This
ensures that polaritons initially injected in the system are incoherent,
which is a necessary condition for demonstrating BEC. In atomic
BEC or superfluid helium, the temperature is the parameter driving
the phase transition. Here the excitation power, and thus the injected
polariton density, is an easily tunable parameter, and so we chose it as
the experimental control parameter. The large exciton binding
energy in CdTe quantum wells (25meV), combined with the large
number of quantum wells in the microcavity, is crucial in maintain-
ing the strong coupling regime of polaritons at high carrier density.
The far-field polariton emission pattern was measured to probe the
population distribution along the lower polariton branch. The
spatially resolved emission and its coherence properties are accessible
in a real-space imaging set-up combined with an actively stabilized

Figure 1 |Microcavity diagram and energy dispersion. a, A microcavity is a
planar Fabry–Perot resonator with two Bragg mirrors at resonance with
excitons in quantum wells (QW). The exciton is an optically active dipole
that results from the Coulomb interaction between an electron in the
conduction band and a hole in the valence band. In microcavities operating
in the strong coupling regime of the light–matter interaction, 2D excitons
and 2D optical modes give rise to new eigenmodes, called microcavity
polaritons. b, Energy levels as a function of the in-plane wavevector kk in a
CdTe-based microcavity. Interaction between exciton and photon modes,
with parabolic dispersions (dashed curves), gives rise to lower and upper
polariton branches (solid curves) with dispersions featuring an anticrossing
typical of the strong coupling regime. The excitation laser is at high energy
and excites free carrier states of the quantum well. Relaxation towards the
exciton level and the bottom of the lower polariton branch occurs by
acoustic and optical phonon interaction and polariton scattering. The
radiative recombination of polaritons results in the emission of photons that
can be used to probe their properties. Photons emitted at angle v correspond
to polaritons of energy E and in-plane wavevector kk ¼ ðE="cÞsinv:

Figure 2 | Far-field emission measured at 5K for three excitation
intensities. Left panels, 0.55P thr; centre panels, P thr; and right panels,
1.14P thr; where P thr ¼ 1.67 kWcm22 is the threshold power of
condensation. a, Pseudo-3D images of the far-field emission within the
angular cone of^238, with the emission intensity displayed on the vertical axis
(in arbitrary units).With increasing excitation power, a sharp and intensepeak
is formed in the centre of the emission distribution ðvx ¼ vy ¼ 08Þ;
corresponding to the lowest momentum state kk ¼ 0. b, Same data as in a
but resolved in energy. For such a measurement, a slice of the far-field
emission corresponding to vx ¼ 08 is dispersed by a spectrometer and
imaged on a charge-coupled device (CCD) camera. The horizontal axes
display the emission angle (top axis) and the in-plane momentum (bottom
axis); the vertical axis displays the emission energy in a false-colour scale
(different for each panel; the units for the colour scale are number of counts
on the CCD camera, normalized to the integration time and optical density
filters, divided by 1,000 so that 1 corresponds to the level of dark counts:
1,000). Below threshold (left panel), the emission is broadly distributed in
momentum and energy. Above threshold, the emission comes almost
exclusively from the kk ¼ 0 lowest energy state (right panel). A small blue
shift of about 0.5meV, or 2%of the Rabi splitting, is observed for the ground
state, which indicates that the microcavity is still in the strong coupling
regime.
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Michelson interferometer to study phase spatial correlations. Exper-
iments discussed in this work were performed for a slightly positive
cavity–exciton detuning (3 to 8meV).

Thermalization and condensation
Under non-resonant and high excitation, the polariton emission in
CdTe-based microcavities becomes highly nonlinear18,27–30. We first
analyse the spectral and angular distribution of the emission as a
function of the excitation power. Figure 2a displays pseudo-3D
images of the angular distribution of the spectrally integrated
emission. Below threshold (left), the emission exhibits a smooth
distribution around vx ¼ v y ¼ 08, that is, around kk ¼ 0. When the
excitation intensity is increased, the emission from the zero momen-
tum state becomes predominant at threshold (centre) and a sharp
peak forms at kk ¼ 0 above threshold (right). Figure 2b shows the
energy and angle-resolved emission intensities. The width of the
momentum distribution shrinks with increasing excitation intensity,
and above threshold, the emission mainly comes from the lowest
energy state at kk ¼ 0. The polariton occupancy has been extracted
from such emission patterns by taking into account the radiative
lifetime of polaritons.
Figure 3a shows the occupancy of the ground state, as well as its

emission energy and linewidth as a function of excitation power.
With increasing excitation power, the occupancy first increases
linearly, then exponentially, with sharp threshold-like behaviour. It
should be noted that the occupancy at threshold is close to unity,
consistent with a polariton relaxation process stimulated by the
ground-state population: a specific feature of bosons. The emission
blue shift was measured to be less than a tenth of the Rabi splitting at
a pumping level ten times above the nonlinear threshold, confirming
that the microcavity is still in the strong coupling regime. We
measured the ordinary lasing excitation threshold and found it to
be 50 times higher than the condensation threshold (not shown).
The linewidth of the kk ¼ 0 emission shows significant narrowing

at the nonlinear threshold29,30, down to half of the polariton line-
width in the linear regime (Fig. 3a). The line broadening observed at
higher excitation is due to decoherence induced by polariton self-
interaction31. We studied the coherence time more directly using a
Michelson interferometer (not shown). This measurement gives a
coherence time of 1.5 ps below the nonlinear threshold, and 6 ps
above threshold, consistent with the spectral narrowing observed at
threshold.
Signatures of polariton coherence in CdTe-based microcavities

have been previously reported28,29. Macroscopic coherence in the
momentum plane was observed above the nonlinear threshold28.
However, the use of a small excitation spot (3 mm diameter) pre-
vented relaxation into the lowest polariton energy states: polariton
stimulation occurred in excited states and was thus only remotely
connected with BEC. An experiment under conditions more favour-
able to BEC (25-mm-diameter spot), in which polaritons could
condense into the lowest energy state, indirectly showed the build-
up of macroscopic coherence in real space above threshold29. How-
ever, that measurement was obtained under pulsed excitation (150-fs
pulses), thus precluding steady state in the system and mixing high
polariton densities at short times and low densities at long times on
the same spectra.
Figure 3b displays the occupancy of polaritons as a function of

their energy. The occupancy is computed by measuring the intensity
of the signal, taking into account the polariton radiative recombina-
tion rate and the efficiency of the collection set-up. The uncertainty
may be estimated to be roughly a factor of two. The estimation has
been performed for different detunings and the threshold is always
observed for occupancies of the order of one, in agreement with all
previous measurements. For the sake of simplicity, we have arbitra-
rily adjusted the ground-state occupancy to be one at threshold. At
very low excitation power, the polariton occupancy is not therma-
lized29,32,33. Close to threshold, the occupancy can be fitted with a
Maxwell–Boltzmann distribution, indicating a polariton gas in

Figure 3 |Polariton occupancymeasured at 5K. a, Occupancy of the kk ¼ 0
ground state (solid black diamonds), its energy blue shift (solid green
circles) and linewidth (open red triangles) versus the excitation power. The
blue shift is plotted in units of the Rabi splitting Q ¼ 26meV. At low
excitation densities, the ground-state occupancy increases linearly with the
excitation and then, immediately after threshold, increases exponentially
before becoming linear again. This sharp transition is accompanied by a
decrease of the linewidth by about a factor of two, corresponding to an
increase of the polariton coherence. Further increase in linewidth is due to
interaction between polaritons in the condensate. The polariton ground
state slightly blue shifts, by less than 7% of the Rabi splitting for densities up
to seven times the threshold density, staying well below the uncoupled
exciton (EX) and photon mode (Eph) energies. This provides clear evidence
of the strong coupling regime. b, Polariton occupancy in ground- and
excited-state levels is plotted in a semi-logarithmic scale for various

excitation powers. For each excitation power, the zero of the energy scale
corresponds to the energy of the kk ¼ 0 ground state. The occupancy is
deduced from far-field emission data (see Fig. 2b), taking into account the
radiative lifetime of polaritons. At the excitation threshold, the polariton gas
is fully thermalized, as indicated by the Boltzmann-like exponential decay of
the distribution function. Above threshold, the ground state becomes
massively occupied, whereas the excited states are saturated, which is typical
of BEC. The polariton thermal cloud is found to be at 19K without
significant changes when increasing the excitation to twice the threshold
power. The low-energy part of the polariton occupancy cannot usually be
properly fitted by a Bose distribution function, as expected for BEC of
interacting particles. The error bars indicate standard deviation for each
point; and the absolute uncertainty in occupation factor and polariton
energy is given as the black scale bars.
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physics soon exits the regime of weakly interacting bosons that
describes ultracold atoms; second, the lifetime is short enough that
we must confront the role of non-equilibrium physics25. Never-
theless, the principal experimental characteristics expected for BEC
are clearly reported here: condensation into the ground state arising
out of a population at thermal equilibrium; the development of
quantum coherence, indicated by long-range spatial coherence, and
sharpening of the temporal coherence of the emission.

Experimental procedure
The sample we studied consists of a CdTe/CdMgTe microcavity
grown by molecular beam epitaxy. It contains 16 quantum wells,

displaying a vacuum field Rabi splitting of 26meV (ref. 26). The
microcavity was excited by a continuous-wave Ti:sapphire laser,
combined with an acousto-optic modulator (1-ms pulse, 1% duty
cycle) to reduce sample heating. The pulse duration is sufficiently
long (by four orders of magnitude) in comparison with the charac-
teristic times of the system to guarantee a steady-state regime. The
laser beam was carefully shaped into a ‘top hat’ intensity profile
providing a uniform excitation spot of about 35 mm in diameter on
the sample surface, as shown in Fig. 4i. The excitation energy was
1.768 eV, well above the polariton ground state (1.671 eV at cavity
exciton resonance), at the first reflectivity minimum of the Bragg
mirrors, allowing proper coupling to the intra-cavity field. This
ensures that polaritons initially injected in the system are incoherent,
which is a necessary condition for demonstrating BEC. In atomic
BEC or superfluid helium, the temperature is the parameter driving
the phase transition. Here the excitation power, and thus the injected
polariton density, is an easily tunable parameter, and so we chose it as
the experimental control parameter. The large exciton binding
energy in CdTe quantum wells (25meV), combined with the large
number of quantum wells in the microcavity, is crucial in maintain-
ing the strong coupling regime of polaritons at high carrier density.
The far-field polariton emission pattern was measured to probe the
population distribution along the lower polariton branch. The
spatially resolved emission and its coherence properties are accessible
in a real-space imaging set-up combined with an actively stabilized

Figure 1 |Microcavity diagram and energy dispersion. a, A microcavity is a
planar Fabry–Perot resonator with two Bragg mirrors at resonance with
excitons in quantum wells (QW). The exciton is an optically active dipole
that results from the Coulomb interaction between an electron in the
conduction band and a hole in the valence band. In microcavities operating
in the strong coupling regime of the light–matter interaction, 2D excitons
and 2D optical modes give rise to new eigenmodes, called microcavity
polaritons. b, Energy levels as a function of the in-plane wavevector kk in a
CdTe-based microcavity. Interaction between exciton and photon modes,
with parabolic dispersions (dashed curves), gives rise to lower and upper
polariton branches (solid curves) with dispersions featuring an anticrossing
typical of the strong coupling regime. The excitation laser is at high energy
and excites free carrier states of the quantum well. Relaxation towards the
exciton level and the bottom of the lower polariton branch occurs by
acoustic and optical phonon interaction and polariton scattering. The
radiative recombination of polaritons results in the emission of photons that
can be used to probe their properties. Photons emitted at angle v correspond
to polaritons of energy E and in-plane wavevector kk ¼ ðE="cÞsinv:

Figure 2 | Far-field emission measured at 5K for three excitation
intensities. Left panels, 0.55P thr; centre panels, P thr; and right panels,
1.14P thr; where P thr ¼ 1.67 kWcm22 is the threshold power of
condensation. a, Pseudo-3D images of the far-field emission within the
angular cone of^238, with the emission intensity displayed on the vertical axis
(in arbitrary units).With increasing excitation power, a sharp and intensepeak
is formed in the centre of the emission distribution ðvx ¼ vy ¼ 08Þ;
corresponding to the lowest momentum state kk ¼ 0. b, Same data as in a
but resolved in energy. For such a measurement, a slice of the far-field
emission corresponding to vx ¼ 08 is dispersed by a spectrometer and
imaged on a charge-coupled device (CCD) camera. The horizontal axes
display the emission angle (top axis) and the in-plane momentum (bottom
axis); the vertical axis displays the emission energy in a false-colour scale
(different for each panel; the units for the colour scale are number of counts
on the CCD camera, normalized to the integration time and optical density
filters, divided by 1,000 so that 1 corresponds to the level of dark counts:
1,000). Below threshold (left panel), the emission is broadly distributed in
momentum and energy. Above threshold, the emission comes almost
exclusively from the kk ¼ 0 lowest energy state (right panel). A small blue
shift of about 0.5meV, or 2%of the Rabi splitting, is observed for the ground
state, which indicates that the microcavity is still in the strong coupling
regime.
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Atom interferometry
interferometer on an atom-chipARTICLES

exploring the intrinsic phase dynamics in complex interacting
quantum systems (for example, Josephson oscillations20,21) or
the influence of the coupling to an external ‘environment’
(decoherence22). Technologically, chip-based atom interferometers
promise to be very useful as inertial sensors on a microscale23.
For all of these applications it is imperative that the deterministic
coherent quantum evolution of the matter waves is not
perturbed by the splitting process itself. Although several
atom-chip beam-splitter configurations have been proposed and
experimentally demonstrated12,24–27, none of them has fulfilled this
crucial requirement.

We present an easily implementable scheme for a phase-
preserving matter-wave beam splitter. We demonstrate
experimentally, for the first time, coherent spatial splitting and
subsequent stable interference of matter waves on an atom
chip. Our scheme is exclusively based on a combination of
static and radio-frequency (RF) magnetic fields forming an
adiabatic potential28. The atomic system in the combined magnetic
fields can be described by a hamiltonian with uncoupled
adiabatic eigenstates, so-called dressed states. For sufficiently strong
amplitudes of the RF field, transitions between the adiabatic levels
are inhibited as the strong coupling induces a large repulsion
of these levels. This property of the combined static and RF
fields could be exploited to form trapping geometries using
the effective potential acting on the dressed eigenstates29, and
related demonstration experiments with thermal atoms have
been performed30.

In a more general case than considered in ref. 29, the
orientation, in addition to the intensity and frequency, of the
RF field determine the effective adiabatic potential Veff at the
position r:

Veff(r) = mF

√
[µBgFBd.c.(r)− h̄ωRF]2 +[µBgFBRF⊥(r)/2]2.

Here mF is the magnetic quantum number of the state, gF is the
Landé factor, µB is the Bohr magneton, h̄ is the reduced Planck’s
constant, Bd.c. is the magnitude of the static trapping field and
ωRF is the frequency of the RF field. BRF⊥ is the amplitude of the
component of the RF field perpendicular to the local direction of
the static trapping field. The directional dependence of this term
implies the relevance of the vector properties of the RF field, which
enables the formation of a true double-well potential.

Figure 1 illustrates the operation principle of the beam splitter.
A standard magnetic microtrap5 is formed by the combined fields
of a current-carrying trapping wire and an external bias field;
a static magnetic field minimum forms where atoms in low-
field-seeking states can be trapped. An RF field generated by an
independent wire carrying an alternating current couples internal
atomic states with different magnetic moments. Owing to the
strong confinement in a microtrap, the angle between the RF field
and the local static magnetic field varies significantly over short
distances, resulting in a corresponding local variation of the RF
coupling strength. By slowly changing the parameters of the RF
current we smoothly change the adiabatic potentials and transform
a tight magnetic trap into a steep double well, thereby dynamically
splitting a BEC without exciting it. We accurately control the
splitting distance over a wide range. The potential barrier between
the two wells can be raised gradually with high precision, thus
enabling access to the tunnelling regime20 as well as to the regime
of entirely isolated wells.

The beam splitter is fully integrated on the atom chip, as
the manipulating potentials are provided by current-carrying
microfabricated wires. The use of chip-wire structures allows one
to create sufficiently strong RF fields with only moderate currents
and permits precise control over the orientation of the RF field.
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Figure 1 Operation principle of the beam splitter. a, A straight wire carrying a
static (d.c.) current (∼1 A) is used to trap a BEC on an atom chip directly below a
second wire carrying a RF current (∼60 mA at 500 kHz). The d.c. wire has a width
of 50 µm, it is separated by 80 µm from the RF wire (width 10 µm). Placing the trap
80 µm from the chip surface at the indicated position allows for symmetric
horizontal splitting. b, Top view onto the atom chip (mounted upside down in the
experiment): an elongated BEC is transversely split. All images are taken along the
indicated direction. c, Left: the RF magnetic field couples different atomic spin
states (only two shown for simplicity). Right: the initial d.c. trapping potential is
deformed to an effective adiabatic potential under the influence of the RF field with a
frequency below the Larmor frequency at the trap minimum (∼1 G). In the vertical
(y) direction, the spatially homogeneous RF coupling strength leads to a slight
relaxation of the static trap (dashed green line). Along the horizontal (x) direction, the
additional effect of local variations of the RF coupling breaks the rotational symmetry
of the trap and allows for the formation of a double-well potential with a well
separation d and potential barrier height Vbar (solid blue line).

Note that in our configuration the magnetic near-field part of the
RF field completely dominates.

We complete the interferometer sequence and measure the
relative phase between the split BECs by recombining the clouds
in time-of-flight expansion. In our experiments we found an
interference pattern with a fixed phase as long as the two wells
are not completely separated. The phase distribution remains non-
random and its centre starts to evolve deterministically once the
wells are entirely separated so that tunnelling is fully inhibited on
all experimental timescales.

The experiments are performed in the following way. We
routinely prepare BECs of up to ∼105 rubidium-87 atoms in the
F = mF = 2 hyperfine state in microtraps near the surface of an
atom chip31. Our smooth microwires32 enable us to create pure
one-dimensional condensates (aspect ratio ∼ 400) with chemical
potential µ ∼ h̄ω⊥ in a trap with high transverse confinement
(ω⊥ = 2π×2.1 kHz; refs 33,34). By tilting the external bias field, we
position the BECs directly below an auxiliary wire (Fig. 1). A small
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Figure 2 The splitting of BECs is controlled over a wide spatial range. By adjusting amplitude and frequency of the RF field, we have been able to reach splitting
distances of up to 80 µm. a, A comparison of the measured splitting distances (red circles) to the theoretical expectation (black lines) yields good agreement for three
different strengths of transverse confinement (gradients 1.1,1.9 and 2.4 kG cm−1, top to bottom). b, The experimental data are derived from in situ absorption images (Roper
Scientific MicroMAX: 1024BFT). c, The fringe spacing is plotted as a function of RF amplitude (red circles). A simple approximation of the expected fringe spacing based on an
expansion of a non-interacting gas from two points located at the two double-well minima agrees well with the data for sufficiently large splittings (solid line). For small
splitting distances (large fringe spacings), inter-atomic interactions affect the expansion of the cloud. A numerical integration of the time-dependent Gross–Pitaevskii
equation using our experimental parameters takes this effect into account (dotted line). d, Interference patterns obtained after 14 ms potential-free time-of-flight expansion
of the two BECs. For splittings below our imaging resolution (d < 6 µm), the splitting distances can be derived from these interference patterns.

sinusoidally alternating current through this wire provides the RF
field that splits the trap. For small splitting distances (<6 µm) we
ramp the amplitude of the RF current from zero to its final value
(typically 60–70 mA) at a constant RF frequency (∼500 kHz). This
frequency is slightly below the Larmor frequency of the atoms at the
minimum of the static trap (∼1 G corresponding to ∼700 kHz). By
applying the ramp, we smoothly split a BEC confined in the single-
well trap into two. The splitting is performed transversely to the
long axis of the trap, as shown in Fig. 1b. The distance between
the two wells can be further increased by raising the frequency
of the RF field (up to 4 MHz in our experiment). The atoms are
detected by resonant absorption imaging (see Fig. 2) along the weak
trapping direction, that is, integrating over the long axis of the one-
dimensional clouds. The images are either taken in situ or after
time-of-flight expansion.

Unbalanced splitting can occur owing to the spatial
inhomogeneity of the RF field, owing to asymmetries in the
static magnetic trap and owing to gravity. Although the splitting
process itself is very robust, imbalances lead to a rapid evolution
of the relative phase of the two condensates once they are
separated. The influence of gravity can be eliminated by splitting
the trap horizontally. In the experiment we balance the double

well by fine-tuning the position of the original trap relative to
the RF wire.

To characterize the splitting, the split cloud is detected in situ.
We are able to split BECs over distances of up to 80 µm without
significant loss or heating (determined in time-of-flight imaging).
The measured splitting distances are in very good agreement with
the theoretical expectations for different configurations of the
initial single well (Fig. 2a).

To study the coherence of the splitting process we recombine
the split clouds in time-of-flight expansion after a non-adiabatically
fast (<50 µs) extinction of the double-well potential. Typical
matter-wave interference patterns obtained by taking absorption
images 14 ms after releasing the clouds are depicted in Fig. 2d.
The transverse density profile derived from these images contains
information on both the distance d of the BECs in the double-
well potential and the relative phase φ of the two condensates. We
determine the fringe spacing "z and the phase φ by fitting a cosine
function with a gaussian envelope to the measured profiles (Fig. 3).
For large splittings (d > 5 µm for our experimental parameters),
the fringe spacing is given by "z = ht/md, where h is Planck’s
constant, t is the expansion time and m is the atomic mass. This
approximation of a non-interacting gas expanding from two point
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when de Broglie postulated that any particle with

momentum, p, should have an associated wavelength,

kd B , related through his renowned equation

kdB ˆ
h

p
,

where h is Planck’s constant. Typical de Broglie wave-

lengths for atoms at room temperature are about 1000

times smaller than wavelengths of visible light, making it

di�cult to detect eŒects related to this wave-like nature.

Nevertheless, experimental evidence of matter waves came

just three years later in 1927 when Davisson and Germer [5]

demonstrated electron diŒraction from a crystal lattice. The

wave nature of atoms was ®rst observed in 1930 by

Estermann and Stern who diŒracted helium atoms from

single crystal surfaces of NaCl [6]. Neutron matter waves

were later observed in the 1940s through re¯ection [7],

diŒraction [8] and interference [9] of neutron beams.

With the ability to manipulate electron, neutron or atom

waves it should then be possible to build matter wave

analogues of light interferometers, but how do atoms

compare with electrons and neutrons for use in inter-

ferometry? Atoms have larger masses and hence smaller de

Broglie wavelengths (for a given velocity) than electrons

and neutrons and this makes atom interferometry techni-

cally much more di�cult. However, it is advantageous to

use atoms rather than electrons or neutrons for several

reasons. Firstly, atomic sources are readily available and

atoms can be precisely controlled by electromagnetic ®elds

acting on their internal states. This control is essential to be

able to guide the matter waves around precise paths.

Although electrons are also readily available and can be

manipulated easily, their electric charge results in interac-

tions both with other electrons and with stray external

®elds. This leads to unwanted phase shifts in an electron

interferometer. Neutrons have the advantage over electrons

that they do not interact electromagnetically with each

other; however, they are not as useful as atoms because

they do not interact with applied electric ®elds. Addition-

ally, neutron sources could not be incorporated into a

table-top experiment.

Atom interferometers also have several advantages over

light interferometers. The range of physical phenomena

which can be probed by matter interferometers goes

beyond the possibilitie s available to light interferometers.

For example, properties of the particles themselves such as

electric polarizabilitie s or collision cross-sections can be

probed. Gravitational interactions can also be explored

since the interfering waves have mass. Additionally , atom

interferometers have the potential to measure phase shifts

much more accurately than light interferometers. Consider

once again the example of a rotating Mach ± Zehnder

interferometer. If the interfering waves are light, then the

phase shift is given by equation (1). If, however, an

interferometer of equivalent area is built using matter

waves then the measured phase shift will be

DUatom
ˆ 4p

kdBv
X A …2†

ˆ kc

kdBv
DUlight

ˆ
mc2

±hx
DUlight

,

where kd B is the de Broglie wavelength and v is the atomic

speed. The ratio of the measured phase shifts in the matter

and light interferometers is therefore mc2
/
±hx , where m is

the particle mass in a matter interferometer and x is the

light frequency in an optical interferometer. This ratio

suggests that atom interferometers could make measure-

ments with 10
1 1

times more accuracy than light inter-

ferometers. These huge gains have yet to be realized as

atom interferometers have not achieved areas or particle

¯uxes comparable with light interferometers. However, the

®eld of atom interferometry is still developing and the

techniques are rapidly improving.

3. Designing an atom interferometer

Just as with light interferometers, the key components of

atom interferometers are the source and the elements to

manipulate the waves such as the mirrors and beam

splitters. Let us begin by considering the source.

In light optics, lasers are the ideal source for many

interferometry experiments because they have large coher-

ence lengths, are well collimated and have a high photon

¯ux. The coherence length is the maximum distance along

the wave over which the phase at all points has a well

de®ned relationship. Two points separated by more than

this distance will not have a ®xed phase relationship

between them and interference cannot be observed with a

detector which has a response time longer than the time

scale of the phase ¯uctuations. Larger coherence lengths

therefore allow larger path diŒerences between the inter-

ferometer arms before the interference fringes start to

disappear. The fringes in ®gure 2, for example, would wash

out after fewer periods if the coherence length of the source

were smaller. For accurate measurements of the phase shift,

DU, it is desirable to take readings over as many fringes as

possible and therefore a large coherence length is required.

High photon ¯ux also improves the sensitivity of an

interferometer as it increases the signal-to-nois e ratio in the

interference fringes. The lower the noise in the results, the

more accurately the phase of the interference fringes is

de®ned and the more precisely DU can be measured.

In atom optics, there are two main choices of atomic

source: atom beams and cold atom clouds. Atom beams are
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In the situation pictured above, the two paths are the
same length and so the interfering waves will add together
in phase with each other, that is Uˆ 0. The detector will
record a spot of bright light resulting from this constructive
interference. If, however, the path length diŒerence is
changed, the phase diŒerence between the superposing
waves, U, will vary. The detector will then record the
intensity of the light as varying between bright and dark,
giving rise to a set of interference fringes as shown by the
solid line in ®gure 2. To look at just one of many examples
of how this device can be useful, we consider how the
Mach ± Zehnder interferometer in ®gure 1 can be used as an
instrument for measuring rotations. The principle is the
same as that of a Sagnac interferometer which is described
in [4]. Suppose that the device is subjected to a rotation
about an axis perpendicular to the page. When stationary,
the light waves from the two interferometer arms add
together in phase, as described above. When the instrument
is rotating, however, the two paths to the detector acquire
an additional phase diŒerence, DU, proportional to the rate
of rotation. The resulting interference pattern seen at the
detector is then

Itotal / 2E2
0 ‰1 ‡ cos …U‡ DU†Š ,

and will be oŒset from the stationary interferometer fringes
by DU, as shown by the dotted line in ®gure 2.

The phase shift due to rotation at angular velocity X is
given by

DUlight ˆ 4p

kc
X A, …1†

where k and c are the wavelength and speed of the light and
A is the area enclosed by the two paths of the inter-
ferometer. A measurement of the phase shift DU and a
knowledge of k and A allow the rate of rotation X to be
determined. The device can therefore be used as a
gyroscope with a sensitivity which depends on how
precisely the resulting interference fringes allow DU to be
measured.

Until the 1920s, no one had ever considered making such
interferometers with matter sources because the wave-like
nature of matter was not known. All this changed in 1924

Figure 1. A Mach ± Zehnder light interferometer where the beam splitters and mirrors separate and recombine the paths of the light
waves.

Figure 2. The solid line shows the interference fringes as the
phase diŒerence between the two interfering waves is scanned in
a stationary interferometer. The dotted line shows the same scan
for a rotating interferometer. The phase oŒset from the
stationary interferometer’s fringes is DU.
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can be applied and confirms the consistency of the two
approaches in the overlap region. The solid line corre-
sponds to a fitting function for the temperature where we
assume a mean critical temperature of Tc ! 59 nK (de-
duced from independent measurements), a temperature
independent transfer rate of energy per particle and a
power law for the temperature dependent heat capacity
C ! "d# 1$Cth"T=Tc$d where Cth is the heat capacity of
a classical gas. The shown excellent agreement is obtained
for a heating rate of 2:3"2$ nK=s for a classical gas and d !
2:7"6$. Thus the expected exponent d ! 3 for an ideal Bose
gas in a three-dimensional harmonic trap [19] is experi-
mentally confirmed. The expected increase of temperature
of a classical gas is indicated by the dotted line and shows
clearly the difference between the quantum and the classi-
cal behavior of ideal gases.

In summary, we have presented a quantitative analysis
of thermally induced phase fluctuations in a bosonic
Josephson junction. Our observations show that a universal
scaling law describes the behavior of the coherence and its
control leads to new applications. A method is presented
for ultralow temperature measurements, with which we

have confirmed that the heat capacity of a degenerate
Bose gas vanishes in the zero temperature limit as pre-
dicted by the third law of thermodynamics [20].
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FIG. 4. Heating up of a Bose gas. The filled circles correspond
to measurements employing the phase fluctuation method and
the open circles to the results obtained with the standard time-of-
flight method. The gray shaded region shows the critical tem-
perature expected from the experimental parameters and their
uncertainties. The solid line is a fitting function assuming a
power law for the heat capacity C / "T=Tc$d of the Bose gas
below the critical temperature Tc ! 59"4$ nK, a constant heat
capacity above the critical temperature, and a temperature inde-
pendent transfer rate of energy. From this fit we deduce d !
2:7"6$, which is consistent with the theoretical prediction of d !
3 for an ideal Bose gas in a three-dimensional harmonic trap.
The dashed line represents the expected behavior of an ideal
classical gas for increasing temperature which makes the differ-
ence arising from quantum statistics evident.
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Here we report on the experimental investigation of thermally induced fluctuations of the relative phase
between two Bose-Einstein condensates which are coupled via tunneling. The experimental control over
the coupling strength and the temperature of the thermal background allows for the quantitative analysis of
the phase fluctuations. Furthermore, we demonstrate the application of these measurements for thermom-
etry in a regime where standard methods fail. With this we confirm that the heat capacity of an ideal Bose
gas deviates from that of a classical gas as predicted by the third law of thermodynamics.
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The generation of two independent matter-wave packets
by splitting a single Bose-Einstein condensate (BEC) is a
well-established technique [1–3] in the field of atom op-
tics. New phenomena arise if the two separated parts can
still coherently interact in analogy to Josephson junctions
in condensed matter physics [4] and superfluid helium
Josephson weak links [5]. An advantage of the realization
of weakly coupled BEC in a double-well potential [6] is the
possibility to observe the phase difference between the two
macroscopic wave functions directly. Our experimental
investigation of this relative phase reveals that it is not
locked to zero but exhibits fluctuations. Two fundamental
types of fluctuations are discussed in the literature—quan-
tum fluctuations [7] and thermally induced fluctuations [8].
In this Letter we report on the experimental investigation
of thermal fluctuations of the relative phase arising from
the interaction of the BEC with its thermal environment,
which is always present.

The essential prerequisite for the investigation of these
thermally induced phase fluctuations is the ability to pre-
pare a BEC adiabatically in a symmetric double-well
potential and to adjust its temperature. In our experiments
this is achieved by splitting a single 87Rb BEC produced
and trapped in an optical dipole trap by slowly ramping up
a barrier in the center. The tunneling coupling is adjusted
by the barrier height and its strength can be deduced from
numerical simulations of the BEC in the trap using the
model described in [9]. The temperature of the BEC is
adjusted by holding the cloud in the trap, where due to
fluctuations of the trap parameters energy is transferred to
the atoms. Once the final temperature is reached a standing
light wave is ramped up generating a barrier in the center,
leading to an effective double-well trapping potential
[upper part of Fig. 1(a)].

When the potential is switched off, the matter-wave
packets start to expand, overlap, and form a double-slit
interference pattern which depends on their relative phase
as indicated in the lower part of Fig. 1(a). Repeating the
interference measurements reveals that this relative phase
is not constant but fluctuates around zero. The general
behavior of these phase fluctuations is connected to two

parameters: the temperature of the system randomizing the
phase and the tunneling coupling of the two matter-wave
packets stabilizing the phase. The results depicted in
Fig. 1(b) show that the phase fluctuations become more
pronounced as the temperature is increased since the fluc-
tuations outweigh the stabilizing effects. From this point of
view it is expected—and also experimentally observed
[Fig. 1(c)]—that keeping the temperature constant and
increasing the tunneling coupling leads to a reduction of
the fluctuations. A measure for the fluctuations is the

(a) (b)

(c)

FIG. 1. Observation of thermal phase fluctuations. The experi-
mental steps are depicted in (a). A Bose-Einstein conden-
sate (solid line) is prepared in a double-well potential (dashed
line) by adiabatically ramping up the barrier. The relative phase
can be measured after a time-of-flight expansion by analyzing
the resulting double-slit interference patterns (black line). (b) Po-
lar plots of the relative phase obtained by repeating the experi-
ment up to 60 times. The graphs show measurements for four
different temperatures T at constant tunneling coupling energy
Ej, i.e., constant barrier height. The phase fluctuations increase
with increasing temperature. (c) Polar plots of the relative phase
for a constant temperature at four different tunneling coupling
energies, i.e., different barrier heights. Here the fluctuations are
reduced with increasing coherent tunneling coupling showing
the stabilization.
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40 ns. As tI is progressively increased, Gilbert
damping causes the amplitude of the oscillations
to decrease, so that depinning is observed only in
an increasingly narrower range of tI and tp.

In good agreement with the 1D model, the
probability of DW depinning on tI occurs out of
phase for unipolar and bipolar pulses. For uni-
polar pulses, the second pulse leads to DW
depinning when the interval is a multiple of the
precession period, whereas for bipolar pulses,
depinning is observed for odd multiples of half
the precession period.

By using the concept of resonant amplifi-
cation, DWs can be excited and moved with
much reduced power, and, moreover, by tailoring
pinning potentials, individual DWs in neighbor-
ing sites can be addressed. These results thus
facilitate magnetoelectronic memory and logic

devices with functionalities that are not possible
with charge-based devices.
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Critical Behavior of a Trapped
Interacting Bose Gas
T. Donner,1 S. Ritter,1 T. Bourdel,1 A. Öttl,1 M. Köhl,1,2* T. Esslinger1

The phase transition of Bose-Einstein condensation was studied in the critical regime, where
fluctuations extend far beyond the length scale of thermal de Broglie waves. We used matter-wave
interference to measure the correlation length of these critical fluctuations as a function of
temperature. Observations of the diverging behavior of the correlation length above the critical
temperature enabled us to determine the critical exponent of the correlation length for a trapped,
weakly interacting Bose gas to be n = 0.67 ± 0.13. This measurement has direct implications for
the understanding of second-order phase transitions.

Phase transitions are among the most
striking phenomena in nature. At a
phase transition, minute variations in

the conditions controlling a system can trig-
ger a fundamental change of its properties.
For example, lowering the temperature below
a critical value creates a finite magnetization
of ferromagnetic materials or, similarly, al-
lows for the generation of superfluid cur-
rents. Generally, a transition takes place
between a disordered phase and a phase ex-
hibiting off-diagonal long-range order, which
is the magnetization or the superfluid den-
sity in the above cases. Near a second-order
phase transition point, the fluctuations of the
order parameter are so dominant that they
completely govern the behavior of the system
on all length scales (1). In fact, the large-scale
fluctuations in the vicinity of a transition
already indicate the onset of the phase on the
other side of the transition.

Near a second-order phase transition,
macroscopic quantities show a universal
scaling behavior that is characterized by
critical exponents (1) that depend only on
general properties of the system, such as its
dimensionality, symmetry of the order pa-
rameter, or range of interaction. Accordingly,
phase transitions are classified in terms of
universality classes. Bose-Einstein conden-

sation in three dimensions, for example, is in the
same universality class as a three-dimensional
XY model for magnets. Moreover, the physics
of quantum phase transitions occurring at zero
temperature can often be mapped onto ther-
mally driven phase transitions in higher spatial
dimensions.

The phase transition scenario of Bose-
Einstein condensation in a weakly interact-
ing atomic gas is unique, as it is free of
impurities and the two-body interactions are
precisely known. As the gas condenses,
trapped bosonic atoms of a macroscopic
number accumulate in a single quantum state
and can be described by the condensate wave
function, the order parameter of the tran-
sition. However, it has proven to be exper-
imentally difficult to access the physics of
the phase transition itself. In particular, the
critical regime has escaped observation be-
cause it requires an extremely close and
controlled approach to the critical tem-
perature. Meanwhile, advanced theoretical
methods have increased our understanding
of the critical regime in a gas of weakly
interacting bosons (2–5). Yet a theoretical

1Institute of Quantum Electronics, Eidgenössische Tech-
nische Hochschule (ETH) Zürich, CH-8093 Zürich, Switzer-
land. 2Cavendish Laboratory, University of Cambridge,
Cambridge CB3 0HE, UK.

*To whom correspondence should be addressed. E-mail:
koehl@phys.ethz.ch

Fig. 1. Schematics of the
correlation function and the
correlation length close to
the phase transition temper-
ature of Bose-Einstein conden-
sation. Above the critical
temperature Tc the condensate
fraction is zero, and for T >> Tc
the correlation function decays
approximately as a Gaussian
on a length scale set by the
thermal de Broglie wavelength
ldB. As the temperature ap-
proaches the critical temper-
ature, long-range fluctuations
start to govern the system and the correlation length x increases markedly. Exactly at the critical
temperature, x diverges and the correlation function decays algebraically for r > ldB (Eq. 1).
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description of the experimental situation, a
Bose gas in a harmonic trap, has remained
elusive.

We report on a measurement of the
correlation length of a trapped Bose gas
within the critical regime just above the tran-
sition temperature. The visibility of a matter-
wave interference pattern gave us direct
access to the first-order correlation function.
Exploiting our experimental temperature res-
olution of 0.3 nK (0.002 times the critical
temperature), we observed the divergence of
the correlation length and determined its
critical exponent n. This direct measurement
of n through the single-particle density
matrix complements the measurements of
other critical exponents in liquid He (6–8),
which is believed to be in the same univer-
sality class as the weakly interacting Bose
gas.

In a Bose gas, the physics of fluctuations
of the order parameter is governed by
different length scales. Far above the phase
transition temperature, classical thermal fluc-
tuations dominate. Their characteristic length
scale is determined by the thermal de Broglie
wavelength ldB, and the correlation func-

tion can be approximated by 〈C†(r)C(0)〉 º
exp(−pr2/ldB2 ), where r is the separation of
the two probed locations (9) (Fig. 1). Non-
trivial fluctuations of the order parameter C
close to the critical temperature become visible
when their length scale becomes larger than
the thermal de Broglie wavelength. The
density matrix of a homogeneous Bose gas
for r > ldB can be expressed by the correlation
function

〈C†ðrÞCð0Þ〉 º 1
r
expð−r=xÞ ð1Þ

(10, 11), where x denotes the correlation
length of the order parameter. The correlation
length x is a function of absolute temperature
T and diverges as the system approaches the
phase transition (Fig. 1). This results in the
algebraic decay of the correlation function
with distance 〈C†(r)C(0)〉 º 1/r at the phase
transition. The theory of critical phenomena
predicts a divergence of x according to a
power law,

x º jðT − TcÞ=Tcj−n ð2Þ

where n is the critical exponent of the cor-
relation length and Tc is the critical temper-
ature. The value of the critical exponent
depends only on the universality class of the
system.

Although for noninteracting systems the
critical exponents can be calculated exactly
(1, 12), the presence of interactions adds
richness to the physics of the system. De-
termining the value of the critical exponent
through Landau’s theory of phase transitions
results in a value of n = ½ for the ho-
mogeneous system. This value is the result of
both a classical theory and a mean-field ap-
proximation to quantum systems. However,
calculations by Onsager (13) and the more
recent techniques of the renormalization
group method (1) showed that mean-field
theory fails to describe the physics at a
phase transition. Very close to the critical
temperature—in the critical regime—the
fluctuations become strongly correlated and
a perturbative or mean-field treatment be-
comes impossible, making this regime very
challenging.

Consider a weakly interacting Bose gas
with density n and the interaction strength
parameterized by the s-wave scattering length
a = 5.3 nm in the dilute limit n1/3a << 1. In
the critical regime, mean-field theory fails
because the fluctuations of C become more
dominant than its mean value. This can be
determined by the Ginzburg criterion x >
l2dB/(

ffiffiffiffiffiffiffiffi
128

p
p2a) ≈ 0.4 mm (14, 15). Similarly,

these enhanced fluctuations are responsi-
ble for a nontrivial shift of the critical tem-
perature of Bose-Einstein condensation
(2–4, 16). The critical regime of a weakly
interacting Bose gas offers an intriguing pos-
sibility to study physics beyond the usual
mean-field approximation (17), which until
now has been observed in cold atomic gases
only in reduced dimensionality (18–21).

In our experiment, we let two atomic
beams, which originate from two different
locations spaced by a distance r inside the
trapped atom cloud, interfere. From the visi-
bility of the interference pattern, the first-order
correlation function (22) of the Bose gas above
the critical temperature and the correlation
length x can be determined.

We prepared a sample of 4 × 106 87Rb
atoms in the |F = 1, mF = −1〉 hyperfine
ground state in a magnetic trap (23). The
trapping frequencies were (wx, wy, wz) = 2p ×
(39, 7, 29) Hz, where z denotes the vertical
axis. Evaporatively cooled to just below the
critical temperature, the sample reached a
density of n = 2.3 × 1013 cm−3, giving an
elastic collision rate of 90 s−1. The tem-
perature was controlled by holding the atoms
in the trap for a defined period of time,
during which energy was transferred to the
atoms as a result of resonant stray light,
fluctuations of the trap potential, or background

Fig. 2. Spatial correlation function
of a trapped Bose gas close to the
critical temperature. Shown is the
visibility of a matter-wave interfer-
ence pattern originating from two
regions separated by r in an atomic
cloud just above the transition
temperature. The gray line is a
Gaussian with a width given by
ldB, which changes only marginally
for the temperature range consid-
ered here. The experimental data
show phase correlations extending
far beyond the scale set by ldB. The
solid line is a fit proportional to
(1/r) exp(−r/x) for r > ldB. Each
data point is the mean of 12 mea-
surements on average; error bars are ±SD.

Fig. 3. Divergence of the correla-
tion length x as a function of
temperature. The red line is a fit
of Eq. 2 to the data, with n and Tc
as free parameters. Plotted is one
data set for a specific temporal
offset t0. The error bars are ±SD,
according to fits to Eq. 1. They also
reflect the scattering between dif-
ferent data sets. Inset: Double
logarithmic plot of the same data.
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∆Tc

Tc
= C0an1/3

V. A. Kashurnikov et al., Phys. Rev. Lett. 87 (2001) 120402.

C0 = 1.3


