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Abstract

This work presents applications of an ab-initio molecular dynamics method, the so-called nona-
diabatic quantum molecular dynamics (NA-QMD), for various molecular systems with many elec-
tronic and nuclear degrees of freedom. Thereby, the nuclei will be treated classically and the
electrons with time-dependent density functional theory (TD-DFT) in basis expansion. Depending
on the actual system and physical process, well suited basis sets for the Kohn-Sham orbitals has
to be chosen. For the ionization process a novel absorber acting in the energy space as well as
additional basis functions will be used depending on the laser frequency.

In the first part of the applications, a large variety of different laser-induced molecular processes
will be investigated. This concerns, the orientation dependence of the ionization of multielectronic
diatomics (Ng, O2), the isomerization of organic molecules (NoHs) and the giant excitation of the
breathing mode in fullerenes (Cgp).

In the second part, fullerene-fullerene collisions are investigated, for the first time in the whole
range of relevant impact velocities concerning the vibrational and electronic energy
transfer ("stopping power"). For low energetic (adiabatic) collisions, it is surprisingly found,
that a two-dimensional (!), phenomenological collision model can reproduce (even quantitatively)
the basic features of fusion and scattering observed in the fully microscopic calculations as well
as in the experiment. For high energetic (nonadiabatic) collisions, the electronic and vibrational

excitation regimes are predicted, leading to multifragmentation up to complete atomization.
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1 Introduction

During the last two decades, large advances have been made in the experimental study
of nonadiabatic processes in atoms, molecules and clusters, e.g. above-threshold ionization
(ATT) [1] resp. above-threshold dissociation (ATD) [2], high harmonic generation (HHG) [3],
charge resonant enhanced ionization (CREI) [4], molecular alignment [5], selective bond
breaking [6] or Coulomb explosion [7]. Especially, the rapid progress in the creation and
manipulation of femtosecond laser pulses with high intensities (10> — 10'5 %) has lead to
the new field of femtosecond physics [8] or femtochemistry [9]. Ultrashort light pulses can
now be used to follow in real-time the primary events of many chemical but also physical or
biological processes. Pump-probe experiments allow for the study the vibrational dynamics
in diatomics and more complex molecules on the femtosecond scale using momentum imag-
ing techniques for electrons, e.g. time-resolved photoelectron spectroscopy (TRPES) [10],
and ion fragments [11-13].

In addition, also the control of atomic and molecular systems, e.g. chemical reactions, is
the subject of recent research. In optimal control experiments the molecular response is
manipulated by adaptive closed-loop feedback schemes using phase-shaped laser pulses in
order to optimize chemical reactions [14,15]. In Coherent Control [16] resp. Quantum Con-
trol [17] schemes, the electronic or nuclear wave packets dynamics can be manipulated by
a sequence of short laser pulses with tuned relative phases, which steer the system into the
desired quantum state. On the attosecond time scale, it has become possible to use High
Harmonic Generation, both to generate attosecond XUV pulses [18] and to study molecular
properties [19, 20].

On the other hand, ab initio calculations of the dynamics of atomic and molecular systems
with many electronic resp. nuclear degrees of freedom is inherently a challenging task. Up
to now, at maximum the five-dimensional time dependent Schridinger equation (TDSE) can
be propagated numerically only on large scaled parallel computers. This has been done for
the laser-driven He-atom [21], e.g. to compare pertubation theory for the N-photon single
ionization with numerics [22|. For molecular systems, only the smallest molecules, the D3
in a laser field, has been treated fully quantum mechanically without any constraint, very
recently [23,24].

Therefore, the vibrational motion is usually approximated by a classical treatment of the
nuclei in molecular dynamics (MD) methods [25]. The coupling to the multielectron sys-
tem is still a tough problem (see Sec. 2.1 for an overview). The calculation of the time-
independent electronic and atomic structure, however, can be done meanwhile by many

quantum chemical methods like the Hartree-Fock approximation, or more sophisticated
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methods like configuration-interaction (CI), multiconfigurational self-consistent field theory
(MCSCF), or coupled-cluster theory (CC) [26]. However, all these methods are dealing
with the many electron wavefunction in one or another way. Therefore, their applications
are limited due to the large computational effort, especially in combination with molecular
dynamics or even explicitly time-dependent situations. There are, however, a few methods,
for example the time-dependent multiconfiguration theory [27], describing the multielectron
dynamics of a molecule in laser fields. Much more efficient, however, is the use of a theory
equivalent to the TDSE — the time-dependent density functional theory (TD-DFT) [28],
which can cope with the many electron systems by reducing the problem of the multidimen-
sional manybody wavefunction to the propagation of the one-particle density.

The first combination of TD-DFT with classical MD has been developed and realized by
Saalmann and Schmidt [29]. This method was named Non-Adiabatic Quantum Molecular
Dynamics (NA-QMD). With this theory it became possible to treat simultaneously and self-
consistently (quantum-mechanical) electronic excitations and (classical) nuclear motion in
finite atomic many-body systems. From the historical point of view, the NA-QMD of Saal-
mann and Schmidt represented the first attempt to generalize the till then existing QMD-
methods (like the Car-Parrinello Theory [30]) to couple explicitely quantum-mechanically
electronic excitations and transitions (i.e. non-adiabatic processes) with classical nuclear
motion. So it became generally possible to investigate non-adiabatic processes in atomic
many-body systems on a fully microscopic basis, like the electronic and nuclear "stop-
ping power" in metallic clusters [31| and fullerenes [32], the charge transfer in ion-cluster
collisions [33-36], or the reaction mechanism in collisions between ions and molecules or
clusters [37-39] including an attempt to take into account quantum effects in the nuclear
motion [40]. This early variant of the NA-QMD theory, however, was restricted to closed
systems, because the classical equations of motion have been derived from the total energy
conservation, as done in the theory of nuclear heavy-ion collisions [41,42]|. Furthermore,
it was an approximative (i.e. non ab-initio) method, because the exchange-correlation po-
tential in the time-dependent Kohn-Sham equations has been approximated by a sum of
atomic potentials [29].

The present ab-initio version of the NA-QMD and its extensions to open systems (to include
e.g. also laser interactions) have been developed by Kunert and Schmidt [43,44]. Here, the
classical equations of motion are obtained by the general variational principle leading to
additional (velocity-dependent) correction terms in the forces acting on the nuclei. For the
exchange correlation potential the time-dependent Local Density Approximation (LDA) as
well as the Spin-dependent LDA (LSDA) have been numerically realized. Later, the whole
formalism has been extended to describe also many-electron ionization [45-47|. However,
up to now, most of the applications of the ab-initio NA-QMD are restricted to one or two
electron systems like Hy or Hy in strong laser fields [43,48,49]. The isomerization of ethy-

lene in femtosecond laser pulses has been treated as well [50]. Multielectron ionization, large



clusters in strong laser pulses, or non-adiabatic cluster collisions have not been examined
up to now, but, represent the main topics of the present thesis.

The outline of the thesis is as follows:

In Chapter 2, first a general overview of different (ab-initio) molecular dynamics methods
is presented (Sect. 2.1). The basic framework of QMD and NA-QMD are summarized in
Sect. 2.2 and 2.3, respectively.

In Chapter 3, a large variety of different laser-induced molecular processes will be in-
vestigated. This concerns, the orientation dependence of the ionization of multielectronic
diatomics (Ny, Og) [51], the isomerization of organic molecules (NoHs) [52] and the giant
excitation of the breathing mode in fullerenes (Cgo) [53].

In Chapter 4, fullerene-fullerene collisions are investigated, for the first time in the whole
range of relevant impact velocities concerning the vibrational and electronic energy transfer
("stopping power"). For low energetic (adiabatic) collisions, it is surprisingly found, that a
two-dimensional (1), phenomenological collision model can reproduce (even quantitatively)
the basic features of fusion and scattering observed in the fully microscopic calculations as
well as in the experiment [54,55|. For high energetic (nonadiabatic) collisions, the electronic
and vibrational excitation regimes are predicted, leading to multifragmentation up to com-
plete atomization [56].

Most of the technical details or analytical derivations are presented in the Appendices A-C.
Among them, the visualization of the electronic structure and dynamics with the concept of
the electron localization function (ELF) [57] will appear to be a very useful tool to display
chemical bonds [58] (Appendix A.2).

The key point of the QMD or NA-QMD formalism represents the appropriate choice of the
basis [46] in which the Kohn-Sham orbitals are expanded. Therefore, for each application
presented in the thesis this important point will be discussed seperately and in detail.

Throughout this work atomic units are used (A = e = m, = la.u.) if not stated otherwise.






2 Theory: Ab-initio Molecular dynamics

In this chapter we will present the molecular dynamics approach which allows the study
of large systems, e.g. organic molecules or fullerenes with all electronic and nuclear degrees
of freedom (DOF). At first we will give an overview of the large field of molecular dynamics
methods in Section 2.1 in general. Secondly, we will summarize some results of the (adi-
abatic) quantum molecular dynamics (QMD) in Section 2.2, and at last the nonadiabatic
quantum molecular dynamics approach (NA-QMD), developed in our group [44|, will be

presented in more detail.

2.1  Molecular dynamics methods

Molecular dynamics (MD) simulations are a powerful tool facilitating the understanding of
various molecular processes. For reasons of simplicity the interaction with external fields
is ignored here. We will refer to this case later. To illustrate the molecular dynamics
techniques, we will show the main approach starting with the full nonrelativistic Hamiltonian

of the atomic many-body system (without coupling to external fields):
H(r,p;R,P) = T(P) + He(r, p; R), (2.1)

with the kinetic energy of the nuclei

T(P) = Z Pa (2.2)

and the electronic Hamiltonian (r = [ry...rNn.])

N;

| p:2 i VA,
Hy(r,p;R) = Z Z |r1 - | ZZ |r1 RA| Z |RA —RB| (2.3)

H/—/
T(p) V(r) th(r R) U(R)

which is the sum of the kinetic energy of the electrons T'(p), the electron-electron interaction

V (r), the electronic-ion potential V;,;(r, R), and the ion-ion repulsion potential U(R)".

'The potential U(R) does not depend on the electronic coordinates, and is only a constant for fixed nuclei.
It does not change the electronic eigenvalue problem and is only included in the electronic Hamiltonian for

the definition of the Born-Oppenheimer energy surfaces (see below).
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To solve the many-body Schrodinger equation for 3V, electronic coordinates r and 3N;
nuclear coordinates (R = [R1...Rn,])

(e 1) = H(r.p:RP)U(r R 1), (2.4)

it is common to use the Born-Oppenheimer ansatz

(r,R,t) Zgbl (r; R)L(R, 1) (2.5)

for the total molecular wave function ¥(r, R, t). The eigenfunctions ¢;(r; R) of the electronic

system for fixed nuclear positions are defined by

Ha¢i(r;R) = E;(R)¢;(r; R), (2.6)

form a complete (orthonormalized) basis in the Hilbert space. Note, that the eigenfunctions
and the Born-Oppenheimer energies E;(R) depend parametrically on the nuclear position.
Inserting the Born-Oppenheimer ansatz (2.5) in the many-body Schrodinger equation (2.4),
multiplying with ¢7(r;R) and integrating over the electronic coordinates, gives a set of
coupled partial differential equations for the nuclear wave functions Q;(R,t):

i%Qj(R, t) = [T(P) + E;(R)]| (R, ) + Z O, 4 (R, 1). (2.7)

The nonadiabatic coupling elements C; are defined by

z

: 82 0

1

(2.8)

b
Il

where the bra-ket notation indicates only integration over the electronic coordinates. The
MD approaches can be classified into adiabatic and nonadiabatic molecular dynamics. In
the adiabatic approach the electronic system is fixed to a certain electronic state ¢;, in most
cases the ground state, whereas in the nonadiabatic case the system can change its electronic
state. In the first case, also called Born-Oppenheimer approrimation, the nonadiabatic
coupling elements C'j; are set to zero, which allows us to separate the nuclear motion on

each electronic potential energy surface (PES) E;(R) :

0
ot

For many chemical reactions the ground state energy surface Ey(R) is well separated from

Q(R,t) = [T(P) + E;(R)] (R, 1). (2.9)

higher lying electronic states, and therefore, equation (2.9) (with i = 0) is applicable 2. Near

2A decision between adiabatic and nonadiabatic processes can be made with the so-called Massey pa-
(Bi(R)—E;(R))!

R .
i.e. large energy gaps and small nuclear velocities R, nonadiabatic effects are negligible.

rameter [59] € = , where | is a characteristic length of the nuclear motion. For values € >> 1,
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avoided crossings, respectively conical intersections, the Born-Oppenheimer approximation
fails.
A further approximation in standard molecular dynamics is the treatment of the nuclei as

classical particles governed by the Newton equation

.. )
A

which makes it possible to study systems with many hundreds or thousands degrees of free-
dom if the potential surface F(R) is known [25]. The reduction of the quantum picture
(Eq. (2.9)) to the classical picture (Eq. (2.10)) can be achieved in the classical limit & — 0,
for a detailed derivation see reference [60]. Thereby, the nuclear density |Q2(R)|?
by a product of delta functions [[, 6(R; —R;(t)) located at the actual positions R;(¢) of the

classical nuclei.

is replaced

We will now present the different adiabatic molecular dynamics methods, an overview can
be found in [60,61]. In the classical molecular dynamics the interaction between nuclei
and electrons, i.e. the potential F(R) in Eq. (2.10), is computed by using predefined po-
tentials, which have been obtained either from empirical data (force-field approaches) or
ab-initio electronic structure calculations. Sophisticated methods have been developed to
approximate the interatomic potentials by analytical two-body or also three-body potentials
including short and long-ranged parts. By replacing the electronic degrees of freedom by
the parametrized potentials very large system can be investigated, e.g. the dynamics of
solids [62] or fluids [63]. However, the drawback is the need for many different interatomic
potentials for all kinds of combinations of atoms in various molecules. Furthermore the
bond characteristics are fixed during the simulation, allowing for example no change from
single to double bonds.

The drawback for the so-called "chemically complex" reactions could be circumvented by
using the global potential surface from ab-initio methods, which is in most cases impossible
due to the so-called "dimensionality bottleneck". This means, that due to the high di-
mensionality in the N-body problem, a mapping of the potential needs ~ 10?6 electronic
structure calculations if only 10 grid points in each direction are taken.

The "dimensionality bottleneck" can be avoided either by reducing the active degrees of
freedom or by approximating the potential surface, as mentioned above.

A third approach is to calculate the ab initio potential "on the fly" for each timestep of
the nuclear trajectory. This is the so-called ab initio molecular dynamics (AIMD).

In the AIMD different methods can be distinguished. The Born-Oppenheimer dynamics is
characterized by solving the time-independent problem of the electronic system, e.g. with
the Schrodinger equation (Eq. (2.6)) or equivalent methods like density functional theory
(DFT), for each nuclear geometry at a given time step of the trajectory determined by the
Newton equation (2.10). An advantage is that the dynamics is determined by the motion

of the nuclei, whereas the electron system is static, so only the classical time step occurs in
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the propagation scheme. On the other hand, solving the electronic eigenvalue problem for
a multielectron system is computationally very demanding.

A very popular ansatz is the so-called Car-Parrinello method [30], in which the electrons
are described by DFT using the Kohn-Sham approach [64]. There, the solution of the
time-independent Kohn-Sham equations is circumvented with the so-called simulated an-
nealing strategy by introducing the dynamics of a classical field, which has to be solved
self-consistently with the Newton equations. The equations are more complex because of
additional constraints, but the time step for the classical field and the nuclei are of the same
order, allowing for a fast propagation.

A third method is the Ehrenfest molecular dynamics or mean-field approach  , in which

the electrons are described with the time-dependent Schrédinger equation (TDSE)

0

iaw@'vt) = Hel<r7p;R)w(r7t)' (2'11)

The motion of the nuclei is determined by the Newton equation

Mafta =~ (6] Halr piR) [0) 212

with the gradient of the expectation value of the electronic Hamiltonian , a term Ehren-
fest originally derived by investigating the transition from quantum dynamics to classical
dynamics [65]. Whereas the Born-Oppenheimer dynamics and the Car-Parrinello method
is only valid on the electronic ground state surface, the Ehrenfest molecular dynamics is
in principle also applicable for nonadiabatic processes (electronic excitations) due to the
time-dependence of the electronic wavefunction ¢ (r,¢) which is in general a superposition

of all electronic eigenstates

U, t) = alt)i(r, R(t)). (2.13)
Electronic state transitions are accessible by the nonadiabatic coupling terms incorporated
naturally in the approach. The disadvantage is that due to the different time scales of the
fast electronic and the slow nuclear dynamics, the propagation is computationally very de-
manding.
Our method, the nonadiabatic quantum molecular dynamics (NA-QMD), is based on the
mean-field approach combined with time-dependent density functional theory in the spirit
of a time-dependent version of Car-Parrinello molecular dynamics, and will be described in
the next section.

Other nonadiabatic approaches [66,67| do not calculate the classical trajectories on the

3The following equations can be derived from the molecular SE (2.4) by using a single-configuration ansatz
for the total wave function ¥ ~ ¢(r,t)Q(R) A(t), where A(¢) is a phase factor, and the approximation of
classical nuclei.
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mean-field electronic surface but stepwise on individual excited states considering differ-
ent reaction channels. FElectronic transitions are done by hopping between the different
electronic states taking into account the electron-nuclear correlation. The method was de-
veloped by Tully, for nonadiabatic molecular collisions [68] and in general for molecular
dynamics [69]. It uses the fewest switch criterion on each time step to decide whether to
hop to another electronic state surface or to stay on the current surface. The theory was
also generalized to continuum states [70]. A critical point is that it is neccessary to know all
the excited electronic states (and transition elements) involved. They have to be calculated
using quantum chemistry methods like Hartree-Fock, CASSCF or CI. Using density func-
tional methods for hopping is rather difficult due to the severity to calculate excited states.
For a two state system, hopping between the ground and first excited state surface, called
nonadiabatic Car-Parrinello [71] method, was proposed describing for example the photoi-
somerization of formaldimine. There, the first excited state is computed with the restricted
Open-Shell Kohn-Sham (ROKS) method [72]. In another approach using the full time-
dependent Kohn-Sham equations a hopping between all adiabatic Kohn-Sham-eigenstates
was applied to the relaxation processes in protein chromophores [73]. Also a mixture of
hopping and mean-field approaches with TD-DFT was proposed [74].

Great efforts have been made to go beyond the approximation of the classical nuclei which
suffers by neglecting the nuclear-nuclear correlation, e.g. coherence effects, quantum dis-
persion broadening or tunneling. The most natural way is to treat the nuclei fully quantum
mechanically, propagating the nuclear wave packet on coupled potential surfaces. But wave
packet simulations are only possible for small systems with restricted degrees of freedom. A
very powerful wavepacket dynamics algorithm, able to treat larger systems than the standard
method, is the multiconfiguration time-dependent Hartree approach (MCTDH) [75,76]. Up
to 15 dimensional quantum-dynamical simulation of the protonated water dimer has been
performed [77,78]|. In another method, the nuclear Schrodinger equation is not solved, but
rather an ab initio path-integral technique [79] is used. The path-integral method allows
the description of up to 100 nuclear DOF, see for example [80], but deals only with the
electronic ground state surface. A method which combines classical trajectory hopping and
wave packet dynamics is the so-called ab initio multiple spawning method (AIMS) [81] in
which the nuclear wave function is approximated by frozen gaussians. The AIMS method is
basically a nonadiabatic extension of the frozen Gaussian wave packet dynamics in semiclas-
sics [82,83]. A wide range of applications has been investigated, i.e. the photoisomerization
of organic molecules (azobenzene) [84], chromophores [85], DNA [86] or proton transfer [87].
Thereby, the electronic surfaces, in most cases only two surfaces, were calculated using
quantum chemical methods like the CASSCF-method, or semiempirical methods such as
AMI1(see ref. in [88]).

More sophisticated methods have been developed, which are only applicable for one- or

two-dimensional systems. For example, a surface hopping of Gaussian phase-space packets
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with variable width was implemented solving the adiabatic quantum-classical Liouville equa-
tion [89]. It was applied to a two-state model of photodissociation of molecular fluorine [90].
We shortly note, that also a completely different approach, the so-called multicomponent
DFT [91], was developed using density functional theory for both types of particles, electrons
and nuclei. However, the method suffers from the unknown exchange-correlation functional

which is needed in that case also for the nuclear system.

2.2 Adiabatic Quantum Molecular dynamics (QMD)

For adiabatic processes only the knowledge of the electronic ground state surface is necces-
sary. In principle, we have to solve the many-electron SE (2.6), which is for large systems
barely not possible or computationally too demanding for standard quantum chemical tech-
niques like configuraton interaction (CI).

Another method is to calculate the Born-Oppenheimer surface by the time-independent den-
sity functional theory |92] solving the coupled single-particle Kohn-Sham equations [64] for
the j =1... N7 electrons with spin ¢ =7, |:

A

(-5 + Vsl R) ) 6°() = 610 67(0). (2.14)

The effective potential V.;f[p](r,R) depends on the one-particle electronic density

N
pr) =3 Y [ (2.15)

o=t j=1
Note, that from now on r is only the electronic position vector of a single particle, and
not of all electrons as before. The effective potential V. ;f[p](r,R) depends on the positions
R = [R4,...,Rn,] of all V; nuclei. It includes the generally unknown exchange-correlation
potential V,.[p], which has to be approximated. The equations of motion for the nuclei are

the Newton equations:
ok

Ma Ra = “IRs (2.16)
The potential E = E[p](R) depends on the electron density and contains the electron-
vibrational coupling term. The QMD approach solves the equations by expanding the
Kohn-Sham orbitals in a local basis set of contracted, e.g. LCAOQ, respectively primitive
Gaussians. The quantum molecular dynamics is a limiting case of the more general nonadi-
abatic quantum molecular dynamics (NA-QMD), so the basis expansion will be explained
in more detail in the next section. It has been succesfully applied to collisions mainly with
fullerenes (for an overview see in [93]). In particular, atom-cluster collisions have been
investigated with classical MD [94-96] using empirical potentials [97, 98|, molecule-cluster
collisions [99,100] with QMD with approximations for the effective potential V.ss[p|(r, R)
and also cluster-cluster collisions [94,101-105].
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2.3 Nonadiabatic Quantum Molecular dynamics
(NA-QMD)

The nonadiabatic quantum molecular dynamics combines classical molecular dynamics with
time-dependent density functional theory in basis expansion for describing the electrons. Si-
miliar methods were developed in which the TD-DFT equations are solved numerically on
a grid in real space [106-108| or for the special case of cylindrical symmetry [109].

The nonadiabatic Quantum Molecular dynamics was developed to describe cluster colli-
sion with electronic excitation processes [29], e.g. metallic cluster collisions: Nag +Na,
Nag +He [31], Nay + Cs collisions [35], and charge transfer in collisions of sodium clusters
with sodium atoms (Na, +Na(3s/3p) — Na, +Na™) [34]. Later, the theory was extended to
include explicitely the coupling to external fields [44] and to incorporate absorber potentials
to describe ionization efficiently [47]. The NA-QMD formalism is rather general and allows
for the investigation of very different nonadiabatic phenomena. So far, it has been applied
to the description of atom-cluster collisions [31], high energy ion (H*, C*, Ar') - fullerene
collisions [32], the laser induced alignment and fragmentation of H, and HJ [48,49], the
fragmentation and isomerization of organic molecules [50,52| as well as the laser excitation
of Cgo [53].

2.3.1 The mixed classical-quantum equations of motion

General approach

In this section, we present a summary of the NA-QMD theory (for a complete derivation
of the equations of motion see ref. [43| and for an extension of the formalism to non-local
functionals see ref. [50]). As mentioned, the theory combines a classical description of
the nuclear motion with a quantum mechanical treatment of the electronic dynamics us-
ing time-dependent density functional theory (TD-DFT) [43] or Hartree-Fock theory [50]
in basis expansion. This way, all (nuclear and electronic) degrees of freedom are treated
explicitly.

The equations of motion (EOM) are derived from the variational principle for the total
action, which consists of a classical and a quantum part describing the nuclear resp. the
electronic dynamics. By the variation with respect to nuclear coordinates R,, and the
many-electron wavefunction |V), the equations of motion for both subsystems will be de-
rived. The following Schrédinger equation for the electronic system will be solved by the
equivalent description using the density functional theory. The obtained equations for the
NI spin-up and N} spin-down electrons (N, = NI + N¥) are the time-dependent Kohn-
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Sham-equations for the (single-particle) Kohn-Sham functions ¥/7 (j =1...N?):

a _ . 1 9 .
I 17 _ jo
i 8t\11 (r,t) ( 282+ (1, ))\If (r,t) (2.17)
with the effective potential
t
Vi) = VR + [ @ PR vz, 2.18)

The external potential
V(r,R,t) = Vi (r,R) + Vi.(r, 1) (2.19)

includes the interaction potential between an electron and the nuclei

Z A
Vi (r,R) = = TR (2.20)
A
and the electron-laser interaction potential
Wi(r,t) = er E(t) (2.21)

in the dipole approximation with the time-dependent electric field vector E(t). V.2 (r,t) is

the exchange-correlation potential which depends on the electronic spin densities

N©°

P )= [Vt o=t (2.22)

J

The (time-dependent) total electron density is defined as the sum of both spin densities:

— Z pa(r’t)' (2.23)

o="T,)

The equations of motion in basis expansion

The Kohn-Sham functions |¥77) are expanded in a local basis {®,}

W97 (x Z al?(t) Bo (r — Ry, (1)) (2.24)

centered at the nuclear positions R,,. With the help of the expansion coefficients a/%, the

spin-dependent density matrix

Valt) =D alr (D)a} (1) (2.25)

and the total density matrix

Voo = Vha + Vha (2.26)
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in basis representation, can be defined.

Using Eq. (2.17) and (2.24) the equations of the time-dependent expansion coefficients a”

follow
d o — S—3 (iHS, + Bg,) al° 2.27
@%—_Z aﬁ(Z %+ Bsy) al”| (2.27)
By
Here, the overlap matrix
Sap = (Pa |P5) , (2.28)
the Hamilton matrix
ag 1 62 g
o = (Pal = 555 + Vel Ps), (2.29)
and the nonadiabatic coupling matrix
d
Bas = (@] 7 |25) (2.30)

are introduced with the notation ®, = ®, (r — R4,). The brackets denote the integration
over the electronic coordinate r.

The effective potential matrix Vg 5 = (®a| Vi |Ps) can be decomposed into

off.0f = /(DZ(T—RAQ)( r,R,t)+ /| d3 /) (I)B(r_RAB) 04 . (2.31)

57ﬁa

The xc-term is the matrix of a local potential

Aot pF
% = Vitas = /‘P* (r = R, )Vo(r)@s(r — Ry,) dPr (2.32)
Ba
with . X i]
XC p >;0
Valr) = —— 25— 2.33
x) 507 (r) (2.33)

if the xc-action Ay, = Ay.[p', p*] depends only on the densities p' and p*. In all other cases

the xc-potential is non-local. In general, the matrix elements of this operator have to be

written as
B = /cb;;(r — R, )VI(r,r)0s(r — Ry, ) dPr & (2.34)
with an integral kernel
Vi(r,r') = O (2.35)
077 (r’,xr)’ '

with the density matrix in position space representation

Z\w HYWIT (r” 1) ny” i (r' — R, )Ps(r — Ry,). (2.36)
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For the special case of the Hartree-Fock method, the kernel is given by

o /
ViR (p ) = ~ 0L (2.37)

v —r|

The dynamics of the nuclei is determined by the classical EOM

MR, = ———— alo* [ — Hep DA7 ) a’7 2.
ARA 8RA+ZZ ( 8RA + ) aﬁ ) ( 38)

o of

with the classical potential

Nooog.7 Vi
AL B
=Y AN ZLRAE(®) (2.39)
“Ri—Ryp| 4

as the sum of the nucleus-nucleus repulsion potential and the nucleus-laser interaction po-

tential, and the electron-nuclear interaction described by ZH‘)‘B The velocity-dependent
matrix
A o
D7 =) (BirS, ' Hy, + HZ S 'Byy)
Y0
(2.40)
A A 1 A 1
Ol Oyt X (B S3BY, — B S By)
s
with
0 d 0
B, = (O] = d CA= (=0, 2.41
ly = (@l 5= 0s), and - Cly = (Gl 75=05) (2.41)

appears due to the finiteness of the basis, and vanishes for a complete or nonlocal basis
set [43]. The term is related to the so-called pulay forces (see for example in ref. [61]).

Due to the basis expansion a basis error occurs caused by the limited Hilbert space for the
Kohn-Sham orbitals. It is a big problem to find an appropriate basis set for a given molecular
system. But, it has been shown that the basis error can be estimated in time-dependent
calculations. [46]. Unfortunately, the computation of the basis error is very demanding and

has been done only for a one-electron system (hydrogen atom) [46].

2.3.2 NA-QMD and ionization

In principle, the NA-QMD approach also includes ionization if the basis set is large enough
resp. is complete in Hilbert space. However, for numerical reasons (to avoid unphysical
reflexions) it is neccessary to define an absorber for the electronic motion, which should
be suited to the basis set approach. A natural way in a basis set approach is to define

the absorber in the energy domain, which is rather unusual in grid based methods, where
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absorber potentials in real space are in use. To do so, basis sets describing continuum states
are necessary. Therefore, we use larger basis sets, which are not only centered at the nuclear
positions but rather fill out a larger region in space. This will be done by employing a grid
fixed in space with Gaussians centered at the grid points, also allowing electronic motion

far away from the nuclei, e.g. the quiver motion in an electric field.

Definition of the absorber potential

The absorber potential is defined as a weighted sum of all eigenstate-projectors, e.g.

abs

abs Z fa |Xa Xa (242)

with the time-dependent adiabatic eigenfunctions |x7) evaluated by

(el He(t) Ixg) = eq(t)da (2.43)
The factors for decay f7 = 27—(, are determined by the life time 77 of the states |x7):
o0 e <0a.u
Tmin o
Tg — YN 0< €4 < Eref’ (244)
sin®( 2Eref)
Tmin EZ Z Eref

and depend on the adiabatic eigenenergies €7. The definition guarantees that only states
with positive eigenenergies €7 will be depopulated, whereas the electron density of bound
states is not affected. The absorber parameters are fixed to be E.f = 0.3 a.u. and 7, =
4.76 a.u. guaranteeing a smooth absorption of states with positive energies (see for details
ref. [48]).

Equations of motion with absorber

To ensure a decreasing norm, i.e. ionization, the Kohn-Sham equations (2.27) are modi-
fied by the additional imaginary absorber potential (H — H — iV,). Therefore, the full
Hamiltonian is no longer hermitian, and the norm is no longer a conserved quantity. The

equations of the expansion coefficients a’? follow
a]" = Z 3 (iHG, + Bay + Vi 5,) @ (2.45)

with the additional matrix element describing the (semi-positive definite) absorber

a%s,ﬁy = <(I)Oé| Aa({)s |(I>5> : (246)
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Expanding the Kohn-Sham orbitals
[W7) = @l Ixa) (2.47)

in the basis of the adiabatic eigenstates |x7) (see Eq. (2.43)), we find that the norm N7 =

(177] 1)37) decreases in time, if states |x%) with positive energies €7 > 0 were populated:
d jo o jo |2 o jor |2
N7 = —Q;Vabsyaa lal?|” = —2;@ |ai | (2.48)

The nuclear equations of motion will not be changed explicitely, so the nuclei move according

to equation 2.38 4.

Definition of ionization probabilities

Within density functional theory, all observables are functionals of the electron density.
However, in most cases the functionals are unknown and have to be approximated. The best
example is the energy functional E[p](t) where the exchange-correlation energy is generally
unknown. This is also the case for the single or multiple ionization probabilities. As a
first approximation, the Slater-determinant of the ficticious Kohn-Sham system is taken
seriously, meaning as the real physical many-body wave function. Then, the single ionization
probability P'(t) can be computed according to the single-particle picture of non-interacting

particles:

Pl(t) ~ SON'(1) - N NN (1) - NN (1) (2.49)

with the occupation probability N*(¢) and the ionization probability Ni(t) = 1 — N(t) of
the ith Kohn-Sham orbital. Note, that in the definition (2.49) the index i is a superindex
including the spin (i =(1,1)... (NI,1) (1,4)... (N+]). Very similar, the double ionization

P2(t) is defined by the sum over all combinations with two ionized Kohn-Sham orbitals (i,j)
PPpl(t) = Y N'(t) - NTHON(GNT(E) - N ONI (N (8) - NMe(1) - (2.50)

with i and j being composed indices as mentioned above. The definition for higher multiple

ionization probabilities can be defined in the same manner.

“Note, that in a sense the coupled system of Kohn-Sham equations (2.45) and Newton-equations (2.38)
is not self-consistent anymore as a consequence of including the absorber only in (2.45). But modifying also
the Newton-equations allow for the creation of (unphysical) complex trajectories, which we would have to
deal with.
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2.3.3 Definition of physical properties in the NA-QMD approach

In the following some quantities which will be used throughout this work will be defined in
the context of the NA-QMD approach. Note, that the following properties are only defined

properly if no absorber potential is used.

The total energy E(t)

The total energy of the molecular system E

E(v, R, R, 1) = UR, 1)+ B (R, ) + B, (7, R, 1) + Ein (7, R, 1) + Eq (7, R, 1) + Exe (v, R, 1)
(2.51)
contains the potential energy of the nuclei U(R,?) in the laser field (Eq. (2.39)), the kinetic

energy of the nuclei

nuc Ma
Egn = Z 5 —-R (2.52)
A=1
the kinetic energy of the electrons
Nb
Bl = Z(xw -5 ar2 } W) = " ypaTus (2.53)
ap

the nuclei-electron and laser-electron interaction energy (see Eq. (2.19))

B = / rp(r,t)V(r, R, 1) Zyﬁa 3 (2.54)
with
Vaﬁ - <(I>oz|‘/(r7R7 t)|q)ﬁ> ) (255)
the Coulomb energy
N
L [ o)) 5 5, 157
5 —drd =35 e e 2.56
2/ r—1/] rdr QC;SQ By67YBa Yoy (2.56)

with
d?rd® (2.57)

P (r)dp(r)d3 (r")s(r”)
Qaﬁﬂ/é / |I‘ T /‘
and the exchange and correlation energy Fi..
The energy balance can be derived from the definition (2.51) using the equations of mo-
tion (2.27), (2.38). The expected result is that the total energy is only changed by time-

dependent external (laser) fields:

d OVi(rt) 5 o~ OVi(Ra,t)
th—/p(r,t) o dr ;ZA TS (2.58)
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The absorbed energy E,ps(t)

The absorbed energy or total excitation energy F is given by the difference of the current
energy F(t) at time t and the initial energy E(t = 0) which is in most cases the (electronic)

ground state energy Ey, of the initial geometrical conformation R(¢ = 0):

Eus(t) = E(t) — E(t = 0). (2.59)

The electronic excitation energy Eqy.(t)

As seen before, the system can be excited by external fields. Depending on the parameters
of the external field, either the nuclear (second term on the right hand side of Eq. (2.58))
or the electronic system (first term on the right hand side of Eq. (2.58)) will be excited
dominantly. A measurement of the electronic excitation is the electronic excitation energy.
It is defined as

Bouelt) = EX(t) — ES(R(1)), (2.60)

where

El(t) = Z Z (W7 (t)| — %g—; | W97 (1)) + /d3r p(r,t) [V(r,R, t)

o=t,] j=1 (2.61)
1 p(r'.1)

= d?"i’] Ey. t

+2/ ]+ Belle )

is the time-dependent electronic energy and E9°(R(t)) denotes the ground state energy of

the electrons for the current nuclear configuration R(t)

BPRO) = Y 3 (07| - 5o 07 0) + [ @ o) [V R)

o=14 j=1 (2.62)
1 3,/ p(I‘l)
+§/d r W} + Ex[p)(r)

using the time-independent Kohn-Sham orbitals |¢/7) [ resp. the density p(r)|r@ of
Eq. (2.14).
The electronic system can also be excited through the energy transfer from the nuclear

degrees of freedom to the electrons, e.g. in high energy collisions.

The number of excited electrons N, (t)

Besides the energy properties defined above also the number of excited electrons Ne.(t)
is of interest making it possible to distinguish between single electron and multi electron

dynamics. The number of excited electrons in DFT is defined as

Neve(t) = Niyolt) + N (1) (2.63)

ExXC
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with the spin components
Ng
NZo(t) = NE =D ng(t) . (2.64)
a=1

Thereby, the occupation numbers ng are calculated by projecting the Kohn-Sham orbitals
|W77(t)) on the ground state Kohn-Sham orbitals |¢*) |r(). A more detailed derivation and

the formula in basis expansion is given in Appendix A.1.

2.3.4 Numerics

Gaussian basis set

In the NA-QMD approach the basis for the Kohn-Sham functions consists of primitive
and /or contracted Gaussian functions centered at the nuclear positions or at fixed positions

in space. A (normalized) primitive Gaussian function is given by
Q,(r —Ra,) = g90(0a,r —Ra,) Ji(0a,r —Ra,) (2.65)

with the s-type Gaussian (I = 0)

go(a,r)z( - )%6‘5_22 (2.66)

To?

The angular functions J; for the angular momentum [ = ¢ are a polynom of order i in the
cartesian coordinates x,y,z [44]. A general primitive Gaussian function can also be expressed

by a differential operator D; applied to a s-type Gaussian:
O,(r—Ry,) = Di(04,r)g0(0a,r —Ra,), (2.67)
which is helpful for the calculation of matrix elements. The simple Gaussians are normalized
(P, D) =1 (2.68)

and Gaussians of different angular momentum are orthogonal to each other.
Contracted Gaussians are a linear combination of simple Gaussians. They are suited to
mimic atomic orbitals and are commonly used in quantum chemistry basis sets.

The density is also expanded in an auxiliary basis

po(r,t) = ®(r—Ra,), (2.69)

which has to be chosen separately. The definition of the Gaussians ®# differs from the @,

only by a constant factor due to the other normalization procedure.
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Matrix elements

A main advantage of a Gaussian basis set is that the calculation of many matrix elements
occurring in the Kohn-Sham equations (2.27) and in the Newton equations (2.38) can be

performed analytically. Four different types of matrix elements occur:
e one-center matrix elements depending only on one nuclear position
e two-center matrix elements depending on two nuclear positions
e three-center matrix elements depending on three nuclear positions
e four-center matrix elements depending on four nuclear positions

which require increasing numerical effort.

All the one and two-center matrix elements can be calculated analytically, e.g. S.z, Tus
or B,g. Fortunately, it is possible to calculate all higher matrix elements from two-center
matrix elements using the auxiliary basis expansion of the density p and some approxima-
tions (Coulomb-interaction). The two-center matrix elements can be stored as a function
of distance which reduces the numerical effort considerably. The angular dependence in the
two-center matrix elements can be separated by a rotational transformation.

Due to the complicated nonlinear dependence on the density p only the matrix elements

containing the xc-potential will be calculated numerically on a grid.

The L(S)DA functional

In the local spin density approximation (LSDA) the electronic system will be treated as

homogeneous electron gas. The exchange-correlation energy is given by
EFSPAT, pt] = EPPApT, pt + BXPAT pt]. (2.70)

LSDA
Ez

The exchange energy of the homogeneous electron gas is known analytically as

3/3)\° o
EJL;SDA = —5 (E) Z/p (F)SdsT. (271)

The correlation energy EL5P4 can be written in the same way as

ELSPA — /p(r)ec(r)dgr (2.72)

No exact analytical expression for the correlation energy per particle €.(r) is known and so it
has to be calculated numerically. In the implementation of DYMOL [110] the parametrization
by Perdew and Wang will be used [111].
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The LDA functional for closed shell systems (singlet states) with the same number of spin-up

and spin-down electrons (p; = p, = §) is given by

BEPAlp] = BSPALL L), (2.73)

The LSDA functional has to be determined on a real space grid since no formalism for
the calculation in basis expansion exists in contrast to the LDA functional (cf. also [44]).
Furthermore, it is even for the LDA better to use the LDA integration on a grid because
this grid based determination of the functionals is numerically more stable. Two different
kinds of grids will be used, (i) atomic grids that can be located at each nucleus and (ii) a
simple cubic grid that extends the atomic grids.

The atomic grid points are arranged in shells around the nucleus. The distance of the ith

shell from the center is given by

i ﬁgrid
i = —Qgrqlog | 1 — . 2.74
watox (1= () 27

The parameters that have to be specified in actual calculations are the stretching factor

Qigrid, the number of shells Ngiq and the exponent Sy4q. The standard values used in the
DYMOL implementation [110] are cgriq = 3, Ngria = 30 and Byria = 3.

For each shell an angular grid is laid out. This angular grid is determined by the maximal
[ of spherical harmonics for which the angular integration on this grid is exact (see [44] and
references therein for details). This [ is determined from the radial density of points r;/Ar;
with

. Bgria—1

Berid Xgrid (ﬁ)

ATi = N ; i B . (275)
o (Ngrid)
The maximal [; griq of the ith shell is then
Ty a8 ] 1 ifresult < (ma
ligria = [A” Jerd VER - e (2.76)
grid otherwise

Two further parameters occur, vgq the ratio of angular and radial point density and /5 the
maximal possible [; 5riq. The standard parameters in DYMOL are 7griq = 0.8 and [; griq = 50.
Additional basis functions centered on a grid in space have to be taken into account to
describe ionization. Therefore, an additional numerical simple cubic (sc) grid for the L(S)DA
integration will be used. The sc grid is in all three dimensions (i—x,y,z) symmetric to the
origin and each direction is determined by the number of points in that direction N; and the
spacing between points A;. The total sc grid size is then given by N, N, N,. The parameters
of the sc grid have to match the basis function grid in a way that the spacing between the
basis function centers is a multiple of A;. Thus the sc grid ensures a good description of the
density far away from the nuclei, whereas atomic grids must still be placed on the nuclei

describing the density close to the nuclei.
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Calculation scheme

Preparation of the initial state
Before the propagation starts the initial state has to be determined. This is done by cal-
culating the electronic ground state for the given geometrical configuration solving the

time-independent Kohn-Sham equations (Eq. (2.14)) in basis expansion

> (Hs — €joSap) al = 0. (2.77)
B

The secular equation (2.77) has to be solved for the unknown coefficients a%” and Kohn-
Sham energies €, iteratively since the Hamilton-matrix Hj depends itself on the electronic
density, i. e. on ay’. In order to do so a relaxed constrained algorithm is being used [112].
The geometrical groundstate configuration, i.e. the nuclear equilibrium configuration, will
be found by minimizing the total groundstate energy. The optimization of the geometrical
groundstate configuration is done by using a Polak-Ribiere variant of the conjugated gradi-
ent method [113].

Electronic and nuclear propagation

In the dynamical calculations two different time domains occur due to the fast electronic
motion and the (in most cases) slow nuclear motion. In most cases the electronic motion
is much faster than the nuclear motion due to the different mass. Therefore, the electronic
system is propagated with a much smaller time step (~ 0.1 a.u.) than for the propagation
of the nuclei (factor 10 of the electronic time step and more). The electronic time step is
set automatically by an adaptive multistep method [114] which solves the coupled system
of ordinary differential equations (2.27) resp. (2.45).

The classical time step taken to solve the Newton equations (2.38) is adapted to the par-
ticular problem and covers the range from 0.1 a.u. for high-energy collisions to 50 a.u. for
low-energy collisions without electronic excitation. The Newton equations (2.38) are solved

by using the Verlet-algorithm taking two previous nuclear positions into account.
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In this chapter we will show three different nonadiabatic molecular processes in different
many-electron systems calculated with the NA-QMD formalism.
The first application is the investigation of the ionization of the dimers Ny and O, which
depends strongly on the electronic structure as well as on the orientation between laser field
and molecule. In most cases, single electron methods using pertubation theory will be used
to calculate ionization probabilities neglecting the many-electron interaction. Here, we will
show full ab-initio calculations for the ionization of unaligned molecules taking into account
all valence electrons. We will find, that the shape of the outermost molecular orbital defines
mainly the orientation dependence of the ionization but also other lower lying electronic
states contribute to the ionization. In particular, the ionization of Ny has a maximum for
aligned molecules whereas the ionization of O, is peaked at an angle of 40°. This is caused
by the different shape of the highest occupied orbitals (HOMO). Describing the ionization
is numerically a tough task. Therefore, molecular motion will not be considered in this case.
In the second example the molecular dynamics of the diimide molecule NyH,, a prototype
for an organic molecule, excited by a fs laser pulse will be shown. The dynamics depends
strongly on the electronic excitation which can be tuned by varying the laser frequency.
Besides different fragmentation reactions, a very important reaction in photophysics, the
laser-induced isomerization, will be investigated.
In the last part, the laser-induced dynamics of a much larger system, the fullerene Cgq
with 174 nuclear degrees of freedom, is presented. We will show, that for high electronic
excitation energies the vibrational motion is dominated only by a single vibrational mode —

the breathing mode.

3.1 lonization of diatomics

Since the basic process for describing multiple ionization or high harmonic generation is the
single ionization, the ionization itself is of particular interest. In the most simplified picture
the single ionization rate depends only on one intrinsic parameter, the ionization energy Ip.
So there should be no differences between ionization in atoms and molecules with the same
ionization energy, but it has been shown that molecular effects are important. One effect
is the suppression of ionization compared to companion atoms with the same ionization
energy, e.g. Ny and Ar.

Experimental works were done for the dimers Ny and Og [115,116] resp. Fy and Sy [115]

but also for CO, [116]. Since it is very difficult to compute the ionization in multielectron
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systems exactly, most groups are using approximated theories. Two approximated single
electron theories were developed to describe the ionization in the tunneling or the multi-
photon regime taking into account only the outermost electronic orbital. The first is the
ADK theory, which is a quasistatic tunneling model. This theory describes how the electron
tunnels through a barrier which is given by the sum of the internal potential and the exter-
nal field potential at a given time. The original theory for atomic systems was extended to
molecules [117] where the shape of the outermost orbital plays the important role.

In the other approach pertubation theory is used. It was developed by Keldysh /Faisal /Reiss
(KFR theory) [118-121] and later extended to the so-called Intense-field Many-body S-
Matrix Theory (IMST) [122,123] respectively to the equivalent Molecular Orbital Strong-
Field Approximation (MO-SFA) [124]. Thereby, the S-matrix will be calculated using a
final product state of the ionic ground state and the (free electron) Volkov-state. In this
approach the symmetry of the orbital is very important, in that an interference term re-
duces the ionization for antibonding orbitals. The interference term occurs in the limit
kny R << 1 (kinetic energy of the ionized electron for a N-photon process: %, R: bond
length), i.e. smaller wavelengths A. An example is suppression of the Oy single ionization
compared with Xe for 800 nm [125] but not for 1064 nm [126].

Both approaches describe the ionization behavior of Ny and O, correctly, but fail in the case
of F5. An explanation was given by Dundas et.al. [127] using a grid-based TD-DFT approach
adapted to the cylindrical symmetry suited to the special case of molecules aligned with the
laser field. They showed for aligned Fy molecules, that not only the (antibonding) highest
occupied orbital but also other orbitals (with other symmetry) are needed for the description
of the ionization. A similiar TD-DFT approach was developed by Chu [128,129] investi-
gating also the ionization of aligned dimers with a self-interaction corrected xc-functional
ansatz, showing the importance of multielectron effects especially for large laser intensities.
Due to the molecular structure, a second effect, not known from atoms, occurs — the orien-
tation dependence of the ionization. The effect can be measured nowadays due to the recent
possibilities to prepare aligned molecules (see refs. in [130-132]). So for example, the angle
dependent ionization rate of Ny and O4 has been measured in experiments of Cocke [131,132]
with a Ti:Sapphire laser (800nm). This effect has been only investigated theoretically by the
approximated single active electron methods (ADK [117] resp. MO-SFA [124]), reproducing
the main effect caused by the electron in the outermost orbital. However, it is desirable
to check if the orientation dependence is influenced by many-electron effects. In this case,
the TD-DFT methods in refs. [127,128| are not applicable due to the broken cylindrical
symmetry. However, the big advantage of the NA-QMD approach is that no symmetry
restrictions exist due to the basis expansion ansatz with Gaussians. So far, the method has
been mainly used to describe molecular alignment and fragmentation for the most simplest
diatomics Hy resp. H, [45,48,49].

Here, we will investigate the angular dependent ionization of the "real" many-electron dimers
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Figure 3.1: The highest occupied orbital (HOMO) for the molecules nitrogen (30, orbital) and
oxygen (1my orbital). The density liomo|® of the orbitals is shown in the molecular

yz-plane (maximal value in red). The dimers are located horizontally (z-direction),

and the nuclei are indicated by small spheres.

Ny and Oy caused by few-cycle laser pulses (7' = 8 fs) with different laser frequencies. The
laser is defined by

E, sin? ZL coswt for 0 <t < 2T
Et)=¢ = 7 - (3.1)

0 else

where Eg = Epe, denotes the amplitude of the linearly polarized electric field (in z- di-
rection), 2T the total pulse duration and w the central frequency of the laser. In a first
approximation no nuclear motion is considered restricting us to fixed dimers at the equilib-
rium bond length, which is computationally much more feasible. However, the difference
should be small for cold molecules in the vibrational ground state, whereas for higher excited

vibrational states deviations may occur.

3.1.1 The ground state properties of N, and O,

For the xc-potential we use the LSDA-functional which gives satisfying results for the ground
state properties of the dimers. It is not sufficient to apply the restricted Kohn-Sham theory,
i.e. treating spin-up and spin-down electrons in the same way. In particular, it is not pos-
sible for the Oy-molecule, which has a triplet ground state with 9 spin-up and 7 spin-down
electrons. The Ny molecule has a singlet ground state with 7 spin-up and 7 spin-down elec-
trons, but it will also be treated with the more general unrestricted Kohn-Sham approach
to allow comparability on the same level as the O, calculations. The 1s-core electrons of the
nitrogen and oxygen atoms are treated in the frozen core approximation, and do not con-
tribute to the electron dynamics. Thereby, the 1s orbitals were obtained by atomic ground

state calculations for the two species. 5 spin-up and spin-down valence electrons for Ny, and
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7 spin-up resp. 5 spin-down valence electrons for Oy remain in the molecular framework
and have to be treated explicitely with the help of the Kohn-Sham equations.

For the valence electrons the parameters of the Gaussian basis, located at each of the nitro-
gen respectively oxygen atoms, are given in Table 3.1 resp. 3.2. Also the parameters of an
auxiliary basis set for the expansion of the density are displayed.

Additional basis functions are used which are located in the plane characterized by the
molecular and the laser polarization axis. A sketch of the positions of the additional Gaus-
sians in the y-z plane is shown in Fig. 3.2. These s-type Gaussians located at hexagonal
grid points are constructed according to the parameters in Table 3.3. The hexagonal grid

in the y-z plane is defined with the grid parameters d, N; and N, as

T4 0
Yij | = (i—%57) 3 (3.2)
s )\ G- %) VBd+ (- B2y mod 2]
with
0<i< N and

0<j<Ny—1 if Ny+1ieven or
0<j< Ny if Ny+1iodd.

In total, we use 106 resp. 144 basis functions located at the nitrogen resp. oxygen nuclei
plus 70 or more additional basis functions. The choice of the grid parameters is a nontrivial
problem. There exists an estimation of the basis error in the NA-QMD formalism but due
to the computational costs, calculations are only possible for the hydrogen atom [46]. So
the parameters of the additional basis functions were obtained by minimizing the basis error
of hydrogen calculations using the laser parameters of the calculations for the diatomics.

Furthermore, two density basis functions with o,; = 2% and i = 0, 1 are pinned to each of

o7
the additional centers (see Table 3.3). The Gaussian width o, for the density is calculated
as 0, = % with the width o taken from Table 3.3.! Also an additional cubic grid adapted
to the hexagonal grid for the LSDA integration was used.

In Figure 3.3 the potential energy surface of the ground state of both dimers is depicted.
The equilibrium distance Ry for Ny /O is obtained with 2.06/2.304 a.u. which is near the
experimental values of 2.072/2.279 a.u. [133].

To give us a clue to the physical mechanism in the ionization process, we examined the Kohn-
Sham orbitals. Though the Kohn-Sham orbitals are calculated for the ficticious Kohn-Sham

system, the molecular orbitals are very similar to that of the Hartree-Fock scheme. In fact,

!The Gaussian density basis function ¢, should match the Gaussian orbital basis function ¢y at least.
2 r?

r2 r 202 . . . .
With ¢, ~ ¢7, ~ e202e2? follows ¢, ~ 7% with o, = % Also a second ¢, with half of the width is

taken into account.
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Figure 3.2: Left) Sketch of a dimer in the electric field E under an angle 6. Right) The hexagonal
grid with Ny = 9, Ny = 9 (black points) and an aligned (6 = 0) O2 molecule (red

points) in the yz-plane with the same coordinate system as in the left figure.

more sophisticated quantum chemistry methods show that the single-particle picture is a
good approximation. This gives us the opportunity to use the Kohn-Sham orbitals to an-
alyze the ionization process. In particular, the valence shell is of special interest, since the
laser-electron interaction affects primarily the weakly bound valence electrons.

The Kohn-Sham spectrum is plotted in Fig. 3.3, where also the occupied orbitals are in-
dicated by their symmetry labels. There, nondegenerate o-orbitals and doubly degenerate
m-orbitals (for one spin-component) appear, which are gerade (index g) or ungerade (index
u) under inversion. The doubly degenerate m-state can be located in the yz-plane defined
by the laser polarization and the molecular axis, than indicated as 7*), or perpendicular
marked as 7). As one can see, the next unoccupied orbitals have much higher eigenener-
gies near the threshold to the continuum (F = 0). Furthermore, many continuum states
(E > 0) occur due to the additional basis functions in the yz-plane filling the continuum
very densely up to energies of 20 eV. They are necessary for a good description of the
ionization process which we are interested in. The electronic ground state of No (singlet
state:107 102207207 17,307) and O (triplet state: 10210220220, 17,30, 17.) show significant
differences. While the highest occupied molecular orbital (HOMO) in the nitrogen molecule
is a bonding o, orbital, we find for the oxygen dimer an antibonding 7, orbital (see Fig. 3.1).
Due to the symmetry, the electronic density of the HOMO is located along the molecular
axis for nitrogen and perpendicular to the molecular axis for oxygen.

It is known from Koopman’s Theorem for the DFT-theory [134,135] that the Kohn-Sham
energy of the HOMO has a physical meaning and is equal to the ionization energy I, which
gives for Ny 10.8 eV (30, orbital) and for Oy 8.2 eV (17, orbital). Due to the LSDA ap-

proximation, we find that the ionization energy is underestimated in comparison with the
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Figure 3.3: The ground state potential energy surface (top), and the Kohn-Sham energy spectrum
(bottom) of Ny (left) and O2 (right) for the equilibrium distance Ry. The occupied
orbitals are labeled by their symmetry.
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Kohn-Sham basis

density basis

11 f | o |aw] | omes [an] | N 1| f |or|auw] | ope |au] | N
018 0.032 6.243 | 10 018 0.01 3.493 | 11
1118 0.414 7.817 1]1.8 0.248 4.686 | 6
2118 0.906 9.509 2 |- - -1 -
Table 3.1: Gaussian basis centered at each nitrogen nucleus for the Kohn-Sham orbitals (left)

and the density (right).

Kohn-Sham basis

density basis

LI f |o|aw] | ome [au] | N 1 f |o|au]| ome |au] | N
018 0.029 5.784 | 10 018 0.006 4.090 | 12
1]1.8 0.064 7.053 | 9 1]1.8 0.045 49751 9
2118 0.252 8571 | 7 2118 1.038 6.052 | 4

Table 3.2: Gaussian basis centered at each oxygen nucleus for the Kohn-Sham orbitals (left) and
the density (right).

experimental values of 15.6 eV (Ng) resp. 12.3 eV (Og) [136]. Therefore, the single ioniza-
tion probability will generally be overestimated in the LSDA calculations. To obtain better
results, more complicated xc-functionals than the LSDA functional had to be used which
is beyond the scope of this thesis. However, the order of the ionization energies of Ny and
O,, obtained by using Koopman’s Theorem, are correct 2, and we are more interested in
the wavelengths- and orientation dependence of the ionization than in the absolute values

of the ionization probabilities.

3.1.2 Wavelength Dependence of the lonization

While experiments were done with a 800 nm laser showing the angular dependence of the
ionization probability for Ny and Oq [130], we are also interested in effects for other wave-
lengths experimentally available in the infrared to near ultraviolet domain (1064 nm —
266 nm ). Therefore, calculations were performed for aligned molecules with a fixed pulse
length of 8 fs and an intensity of 2 - 105 and different laser frequencies. The single and

double ionization was calculated using the definitions (2.49) and (2.50). For these laser pa-

2The experimental values can be obtained by scaling with the same factor of nearly 1.45.
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Anm| | o [a.u] | d|au] | Ny | Ny
266 | 6.653 0.36 9 7
355 5.080 2.3 9 9
400 | 4.588 3.88 9 9
800 | 5.448 2.71 9 9
1064 | 3.039 3.38 9 9

Table 3.3: Parameters of the hexagonal grid of s-type Gaussians laid out in the y-z plane. (o
width of the Gaussians).

rameters the Keldysh parameter v 3 , commonly used to distinguish between the tunneling
(v << 1) and multiphoton regime (v >> 1) of ionization, lies between 2.4 (266 nm) and
0.8 (800 nm) which is more or less near the limit between the tunneling and multiphoton
regime. In Figure 3.4 (left) the time-dependence of the single ionization probability of N
is plotted for different wavelengths. The qualitative behaviour is very similar for all wave-
lengths. The strongest increase of ionization is around 8 fs, where the laser intensity is
maximal. A step-like behaviour is found with half the period of the laser. The modulation
is caused by the current electric field and is most pronounced for the longest wavelength of
800 nm, in particular. The plateaus indicate the time for the zero-crossing of the electric
field and the rising edges the time with the maximal absolute field strength. The right side
of Fig. 3.4 shows the strong dependence of the ionization on the laser wavelength. For longer
wavelengths the ionization is much smaller than for shorter ones, which is understandable
in the multiphoton picture due to the different photon energies (266 nm: 4.66 €V versus
800 nm: 1.55 eV). Therefore, far fewer photons for a wavelength of 266 nm are necessary to
ionize the nitrogen resp. oxygen molecule, which has an ionization energy of 15.6 eV resp.
12.3 €V [136]. Furthermore, the ionization is of the same order of magnitude for both dimer
species due to similar ionization energies.

Double ionization is much smaller than single ionization, as expected, and shows the same
qualitative behaviour as a function of the wavelength since the primary effect is the single
ionization. Note, that the double ionization probability may be underestimated, since the
TDDFT-calculations with the LSDA-functional are not capable to describe nonsequential
double ionization (NSDI) (see for example in [137]).

3The Keldysh parameter is defined as v = 2IUPP with the ionization potential I, and the ponderomotive
potential U, = % (energy of a laser-driven free electron).
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Figure 3.4: (Left) Single ionization probability of aligned Ng as a function of time for different
wavelengths (laser parameters: pulse length 7' = 8 fs, intensity I = 2 - 10146% ).

(Right) Wavelength dependence of the single and double ionization probability of the

aligned Ny and O9 molecule.

3.1.3 Orientation Dependence of the lonization

Using the same laser pulse with a pulse length of 8 fs and intensity of 2 - 1014% we have
calculated the ionization probabilities depending on the angle between the laser polarization

and the molecular axis 6 *.

Nitrogen

For nitrogen one can see the characteristic decrease of the single ionization probability P!
(and also of the double ionization probability P?) with increasing @ for all shown wavelengths

in Fig. 3.5. The functional dependence can be plotted as

P(0) = Py cos®(0) + Py sin*(0), (3.3)

where P and P, are the ionization probability for = 0° resp. ¢ = 90°. The ratio % varies
between 1.3 (for 266 nm, 355 nm and 400 nm) and 1.6 (800 nm). In the experimental work
of Corkum [130] the effect was much larger (% ~ 4) which may be caused by the longer
laser pulse of 40 fs with the same intensity of 2- 10" (A = 800 nm).

The study of the Kohn-Sham orbitals gives a clue about the physical mechanism of the
alignment-dependent ionization. In the upper left of Fig. 3.6 the norms of the distinct Kohn-
Sham orbitals after the laser pulse are plotted as function of the angle 6 for A\ = 266 nm®.

The deeper bound KS-orbitals are unaffected (20,) or nearly unaffected (2, and 17rq(f)) by

4For numerical reasons the dimer was rotated, and the laser polarization was fixed to the z-direction in

which the Gaussian grid has the largest extension (see picture 3.2).
®Only the orbitals of the spin-up electrons are shown since the orbitals of the spin-down electrons are

similar.
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Figure 3.5: Angular dependence of the single and double ionization probability of Ny (left) and
O (right) for different wavelengths. The full lines are fitted functions according to
Equation 3.3 in the case of No.

the laser interaction. Thus the frozen core approximation for the two innermost 1s-electrons
of each nitrogen atom is justified.

Only the two uppermost KS-orbitals (17“(;;) and 30,) are strongly ionized and determine the
ionization probability. Remarkable is the strong but contrary angular dependence of both
orbitals. The outermost 3o,-orbital is stronger depopulated at ¢ = 0° than at § = 90°.
whereas the 17T1Sy)—orbital shows the opposite behaviour. In particular, the 304-orbital is
more ionized than the 17.¥-orbital at # = 0° and the order is reversed at § = 90°. This is
not surprising and can be explained by the geometrical shape of the molecular orbitals: the
30,-orbital/ lm(f’)—orbital is aligned parallel /perpendicular to the molecular axis. However,
the ionization of the outermost 3o4-orbital dominates, and therefore, the single ionization
probability shows the angular dependence of the 3o -orbital (Fig. 3.5). This shows that the
assumption of the single-electron theories using only the HOMO, like IMST, is basically
confirmed, but may be modified by many-electron effects.

For all four wavelengths the same qualitative picture of the single ionization probability
is valid but there are differences in the strength of the ionization of the different orbitals.
Especially the calculations with A = 800 nm differs from the other three calculations with
smaller wavelengths. In lower right of Fig. 3.6 one can see that a third orbital is important
in the ionization process for A = 800 nm. The 20,-orbital is more ionized than the 17Y-
orbital at 6 = 0°, but the outermost orbital 3o, still dominates the ionization. The angular
behaviour of the 20,-orbital and the 3o04-orbital is similar because both orbitals are aligned
parallel to the molecular axis. The ionization of the 2¢,-orbital is much weaker and nearly
vanishes at § = 90°. The decrease of the 17Y-orbital with increasing ¢ is not as large as
in the calculations with A = 266 nm (Fig. 3.6). So the norms of the 17¥-orbital and the
3og-orbital are never changing the order for increasing 6. These differences cause the larger

ratio 9 of A =800 nm compared with g of the smaller wavelengths.
N €
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Figure 3.6: Angular dependence of the norms of the spin-up Kohn-Sham orbitals of Ny for A =
266, 355, 400 and 800 nm with the states 20, (0), 20, (), 17" (0), 17 (0) and
304 (). The full lines are fitted functions according to Equation 3.3.
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Oxygen

Since O9 has another electronic structure than Ny with an outermost mg-orbital, the single
ionization probability has a different angular dependence. For all shown wavelengths there
is a maximum of the single ionization probability near § = 45° (Figure 3.5). As mentioned

)—state

above, O, is a triplet-state with a singly occupied 17'” and a singly occupied 17
as the highest orbitals. The maximum of the single ionization probability corresponds to
the behaviour of the 17T_¢(]y)—HOMO with a minimum of the norm at § = 45° (see the 17r£(,y)
state in the graphs of Fig. 3.7). As mentioned above, the geometrical shape of the orbital
induces the angular dependence which favours ionization in the direction of 45° in the case
of the 17)-orbital. The norm of the second HOMO, the 17i"-orbital (perpendicular to the
laser-molecule plane), increases for larger 6, which is the same behaviour as o-orbitals show.
This corresponds to the shape of the 17j-orbital projected on the laser-molecule plane. For
A = 400 nm it is ionized even more than the 2pmi¥-orbital (see Fig. 3.7). However, the
characteristic angular behaviour of the total ionization results from one orbital, the outer-

most Wéy)—orbital, also in the case of Oy. All other deeper bound states are more or less

unaffected. An exception is the (bonding) 17 -orbital for a wavelength of 400 nm with
minimal ionization for § = 0° and a maximum for § = 90°. The orbital has the contrary
behaviour of a g-orbital, and differs also from the (antibonding) wéy) due to another shape.
Since the orbital does not dominate the ionization process, the single ionization is not af-
fected. However, it is worth to note that the bonding respectively the antibonding character
of the m-orbitals changes the angular dependence of the ionization drasticly. Therefore, it
would be interesting to study a dimer whose highest occupied orbital has m, symmetry. In
that case, the ionization should be larger for molecules perpendicular to the laser field than
for aligned molecules. Similar results for the m,-state were found in full 3d-calculations of
the 1-electron Schrodinger equation for Hy [138].

The double ionization probability is one order of magnitude smaller than single ionization
probability, and shows a slightly different behaviour. The maximum of double ionization
probability is shifted to smaller angles with § = 25° (see Fig. 3.5). According to Equa-
tion (2.50) the double ionization is dominated by the two most ionized orbitals. Therefore,
not only the angular dependence of the ﬁéy)—orbital but also of the Wéx) orbital is important.
The interplay of both orbitals with an ionization maximum at 6 = 45° (7%*)) and at 6 = 0°

(7)) leads to the orientation dependence of the double ionization probability.
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Figure 3.7: Angular dependence of the norms of the spin-up Kohn-Sham orbitals of Os for A =

266, 400, 800 and 1064 nm with the states 20, (0), 20, (W), 17" (0), 17 (D),
30, (v), 175" (0) and 17 (o).
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3.2 Isomerization and fragmentation of organic

molecules

In this section the dynamics of diimide (NyHs) under excitation of femto-second laser pulses
is investigated [52]. Distinct fragmentation channels are observed in particular by varying
the laser frequency, and will be presented. Furthermore, we study the cis-trans isomeriza-
tion on the first excited state surface S; taking place on a femtosecond time scale (~ 25 fs).
The photoisomerization process is a genuine nonadiabatic process for two reasons: of course
by the initial electronic excitation by the laser, but also by the strong coupling between the
ground and the first excited state near the conical intersection (or in other cases the avoided
crossing).

The laser-induced dynamics of organic molecules became a very active field of research dur-
ing the last decade [139]. Today the mechanism of photoisomerization, in particular the
cis-trans isomerization, plays an important role in many biological, chemical and physical
processes. The first step in vision represents one prominent example [140,141].
Experimentally, numerous studies have been performed to investigate the photoinduced
dynamics of organic molecules [142-147|. Stilbene [142| and azobenzene [143| represent
prototypes of systems exhibiting ultrafast cis-trans isomerization. For pyridine (a molecule
of the azobenzene group) the cis-trans isomerization has been controlled in both directions
using UV-vis spectroscopy with different wavelengths [144]. The photoinduced trans to cis
isomerization of azobenzene and the reverse (thermal) isomerization process have been ob-
served with NMR spectroscopy [145]|. In addition, azobenzene and related molecules have
been succesfully used as building blocks in polymers to allow for potential applications,
such as the manipulation of liquid cristals ( [146] and refs. therein), the construction of
holographic data storages ( [143] and refs. therein) or the production of mechanical work
in molecular optomechanical cycles (MOC) [147].

Theoretically, different methods have been developed to investigate the mechanism of the
cis-trans isomerization [71,148-152|. Qualitatively, the process can be understood using
a two-surface model for the propagation of the nuclear wave packet including the nona-
diabatic coupling but restricting the nuclear dynamics to a few (i.e. essential) degrees of
freedom [148]. With such an idealization it is possible to describe systems as large as
rhodopsin [149]. All nuclear degrees of freedom are included in the so-called "nonadia-
batic Car-Parrinello molecular dynamics" which was used to study the isomerization of
formaldimine HoCNH by treating the classical nuclear dynamics on the ground and first
excited surface including a Tully hopping mechanism [71]. Alternatively, the "ab initio mul-
tiple spawning" wave function method has been applied to study the cis-trans isomerization
of azobenzene [150] and ethylene (CoHy) [151]. Very recently, two different implementations
of time-dependent density functional theory (TD-DFT) coupled with classical molecular
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Figure 3.8: (a) Diimide isomers: cis-form with Cy, symmetry (left) and trans-form with Coyp,
symmetry (right). (b) Nuclear degrees of freedom of diimide. For the cis-trans iso-
merization two possibilities are indicated: rotation around the N=N dihedral angle 6

(left), and the inversion of the angles ¢y or ¢1 in the molecular plane (right).

dynamics (MD) have been used to investigate, amongst others, the photoinduced cis-trans
isomerization of diimide [152].

In all approaches summarized above [71,148-152|, the laser field leading to the electronic
excitation is not treated explicitly, i.e., the initial excitation is assumed to lift the system
instantaneously to the excited state. This shortcome is overcome by the NA-QMD calcula-
tions, which were performed only for the dynamics of ethylene in fs-laser pulses as a function
of the laser parameters [50], taking into account the laser field explicitly. It was found that
one can selectively excite different bonds leading to distinct fragmentation or isomerization
processes. The calculated time of the cis-trans isomerization is in excellent agreement with
experimental data (see refs. in [50]).

Here, we are interested in the nonadiabatic dynamics of diimide under excitation of fs-laser
pulses, in particular the electronically excited dynamics leading possibly to the cis-trans

photoisomerization.

3.2.1 The ground state properties of the diimide molecule Ny;H,

For the diimide molecule the exchange-correlation funtional is approximated again by the
LDA approach, which is suited to describe the system as we will show. The basis is given
by the cc-pVDZ basis set [153]. This basis comprises 14 (s,p and d-type) basis functions
for each nitrogen atom and 5 (s and p-type) functions for each hydrogen atom. The two
innermost electrons of nitrogen have been treated in the frozen core approximation. Since
we are mainly interested in excitation processes excluding ionization, no additional basis
functions and no absorber is considered, which would also slow down the calculation time.
Figure 3.8(a) shows the two (most) stable planar isomers of diimide. The trans-form is
slightly more stable than the cis-form.

Diimide has six nuclear degrees of freedom (see Fig. 3.8(b)), the double bond length NN
(= |N]), the N-H bond lengths NoHy (= |Hy|) and NyH; (= |H,|), the angles between the N
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[somer LDA* DFT [152] B3LYP [161] CI [159] LSDA [158] Exp. [156]
NN [ao] 2.362 2.363 2.338 2.366 2.353 -
cis NH [ao] 2.075 2.003 1.967 1.939 1.996 -
10} [O] 114.0 113 113.0 112.3 113.4 -
NN [ao] 2.381 2.363 2.340 2.368 2.364 2.366
trans | NH [ao] 2.056 1.985 1.956 1.915 1.985 1.943
o [°] 105.6 106 107.0 107.0 105.8 106.8
AE._ [GV] 0.21 0.2 0.27 0.14 0.22
AFEny [eV] 2.05 - 2.04 2.52 2.00
AEgor [eV]  3.19 - - - -
?this work

Table 3.4: Geometrical and ground state properties of diimide obtained with LDA (this work)
and compared to different previous calculations [152,158,159,161] (see text) as well as
available experimental data [156]. Here, AE,._; is the difference in the total ground
state energies between the cis and the (more stable) trans-state. The barriers for the
trans—cis isomerization on the ground state surface for the inversion process in plane
AFErny (right side in Fig. 3.8(b)) and the internal rotation around the dihedral angle
AERror (left side in Fig. 3.8(b)) are given.

and H atoms ¢y and ¢, and the dihedral angle . The three angles are defined to be always
positive and smaller than 7. The dihedral angle 6 can be used to distinguish between the
two isomers. Using two planes, characterized by the vectors 1 = N x H, and 7 = N x ﬁo,

it is determined by

m-n
COS 9 = T 55 (34)
| - 7]

Thus, the dihedral angle is & = 0 for the cis-form and § = 7 for the trans-form. Note that
the definition (3.4) of 6 becomes problematic if ¢y or ¢; approaches 7. In the ground state
one has of course NoHy = N;H; = NH and ¢y = ¢ = ¢ for both isomers.

There exists a lot of experimental [154-156] and theoretical quantum chemical work [152,
157-161] for ground state properties and excitation energies of diimide. In Table 3.4, the
calculated ground state geometry parameters NN, NH (ay = 1 bohr), ¢ and the differences
between the total ground state energies of the cis and the trans-state, AE. ;, are pre-
sented, as obtained with the present LDA approach. They are compared with the results
from DFT(BLYP/PBE) [152], B3LYP/6-311++G(d,p) [161], CI/6-311+G(3df,2p) [159],
LSDA [158] calculations and available experimental data [156]. Evidently, the results of the
LDA calculations agree well with that of the more elaborated quantum chemical investiga-
tions and are in satisfactory agreement with experimental data.

So far, different idealized reaction paths for isomerization on the electronic ground state
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electronic state | this work Gaussian 98 [162]  polarization
' B 3.1 3.1 perpendicular
cis-form

1B, 5.2 5.5 N—=N bond

B, i 3.04 i

1A, ; 6.69 -

trans-form )

'B, 6.3 6.7 in plane

LA, 8.3 8.5 perpendicular

Table 3.5: The lowest excitation energies of diimide (in eV) calculated according to our time-
dependent procedure with d-peak pulses [43,50] (this work) and in linear response
theory using the Gaussian 98 code [162] with LDA option. The last column gives
the corresponding laser polarization axes leading to the particular transitions: per-
pendicular to the molecular plane (perpendicular), within the molecular plane and
perpendicular to the N=N double bond (in plane) and along the nitrogen double bond
(N=N bond). The dipole transitions to the 1 B, and ' 4, states are forbidden.

surface have been discussed [157-160], in particular, the inversion of the N-H bonds within
the molecular plane changing ¢, respectively ¢; (right side in Fig. 3.8(b)), and the internal
rotation of the N-H bonds around the N—=N double bond, changing the dihedral angle
(left side in Fig. 3.8(b)). For both cases, the calculated energy barriers E;yy ~ 2 €V and
Eror = 3 eV, respectively, for a trans — cis isomerization are also given in Table 3.4.

In Table 3.5, the calculated dipole excitation energies of both isomers are given. In the
present, work, the calculated dipole excitation energies have been calculated by using the
NA-QMD formalism with a d-peak laser pulse in the linear regime [43,50]. They are com-
pared with the results obtained in linear response theory using the GAUSSIAN 98 code [162]
with LDA option. For completeness, the corresponding polarizations of the laser leading to
the individual transitions are given in Table 3.5, too. Note that the dipole transition from
the trans-form to the first two excited states are forbidden for symmetry reasons.

For the first transition (3.1 eV) we have calculated the ground state Sy and excited state
S; surfaces as a function of the dihedral angle # in configuration-interaction-singles (CIS)
approximation using the Gaussian 98 code (see Fig. 3.9). As expected from previous
work [152, 160, 163] there are conical intersections around 6 =~ 90° which will dominate
the dynamics of the cis-trans isomerization (see next section). Of course, the exact position
of the conical intersections depends on the other five nuclear coordinates, i.e. the bond
lengths and angles. With the dynamical calculations presented in the next section, one can
quantitatively characterize this region of conical intersections within the six-dimensional
surfaces (see below).

At this point, it should be noted that in the region of conical intersections a single deter-
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Figure 3.9: PES of the ground state Sp and the first excited state S; as a function of the dihe-
dral angle # computed in CIS approximation with Gaussian 98 [162]. Note that the
excitation energy at # = 0° is about 0.8 eV larger as compared to the LDA results
(Table 3.5) in accordance with previous Cl-calculations [157,159]. The bond angles

and lengths are fixed to be the values of the cis-isomer.

minant approach (like LDA in the KS-approach) is not capable of describing the ground
and excited state potential surfaces properly within linear response theory. In this case, the
ground state density has to be computed, which can be a problem with very distorted geome-
tries and/or if the ground and excited states differ significantly in the electronic structures
(see also the next section). In contrast, in explicit time-dependent calculations (as presented
in the next section) one only needs to know the time-dependent excited KS wave functions,
and no information is required concerning the ground state. Hence, no convergence prob-
lems do occur in the vicinity of conical intersections (for a more detailed discussion of this
point and the error introduced by use of LDA, in particular for diimide, see [152]).

In the next section, we will characterize the main features of the dynamics of the molecule
by exciting it with fs-laser pulses with central frequencies corresponding to the individual
transitions given in Table 3.5, i.e. 3.1 eV, 5.2 eV (cis-isomer) and 6.3 eV, 8.3 eV (trans-

isomer).
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Figure 3.10: Dynamics of cis-diimide excited from the electronic ground state to the first excited
state by a short laser pulse (see text). The nuclear degrees of freedom are shown
as function of time: the dihedral angle 0(t) (upper graph), the angles ¢(t) between
the N-H bonds and the bond lengths R(t) (lower graph). In addition, the electronic
excitation energy Fe..(t) and the energy of the first excited state E(t) of the actual
nuclear configuration are presented (upper graph). The initial nuclear configurations
are: 0 = 25° and ¢g = 116°, ¢ = 112° and the bond lengths are those of the

electronic ground state (see Table 3.4).

3.2.2 Isomerization via the 1st excited state

In the following we will consider the dipole excitation of the molecule explicitly and follow
the subsequent nonadiabatic nuclear and electronic dynamics as a function of time. The
molecule is excited using a sin? pulse defined by equation 3.1. In all calculations, the pulse
duration has been chosen to be T" = 5 fs. The central frequency corresponds to the first
excitation energy given in Table 3.5, i.e. w = 3.1 eV. The field strength Ej has been varied
within the range of Ey = 0.0377—0.0924 a.u. (corresponding to the laser intensities between
0.5-10" —3.0- 10" ;).

Different nuclear initial conditions have been considered. The bond lengths have been fixed
to those of the electronic ground state for both isomers. The dihedral angle § = 0°+ A6 has
been varied with Af = 5°,10°,...,30°. The pair of the initial bond angles has been chosen

to be (¢o, p1) = (¢9° + Ag, ¢%° — A¢) with A¢ = 2°,4°,...,8° and ¢9° = 114° or 105.6°,
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the angles corresponding to both ground state isomers. The initial velocities are set to zero.
However, because we include the laser field explicitly, the current velocities at the time of
the laser peak intensity are different in all simulations. The most important characteristic
of the dynamics for the frequency w = 3.1 eV is the fact that the bond angle modes ¢g, ¢,
and the rotational mode 6 are predominantly excited. For intensities I < 1 - 1014% the
molecule remains stable and oscillates around the equilibrium angles ¢q, ¢; and 6. Above an
intensity of J ~ 3-10"-Y; the initial motion around ¢y, ¢; and 6 is followed immediately
by fragmentation, preferentially into three products (i.e. NoHy — Ny + H + H). In all
examples shown below an intermediate intensity of I = 1.5 - 10" 2% has been used. This
value guarantees that the absorbed excitation energy is approximately that of the S;-state
(=~ 3.1 V). The actual value, of course, depends slightly on the initial nuclear configuration.
In the Figures 3.10-3.12, the dynamics of the molecule as function of time is presented for
different initial conditions. All nuclear degrees of freedom are shown. Also, the actual

electronic excitation energy
Eeaw(t) = Eéd(t) - EgS(R) (3-5)

is plotted, with the time-dependent electronic energy E'(¢) and the electronic ground state
energy E?%(R) of the actual nuclear configuration R(t) (see 2.3.3, p. 24). In addition, the
difference between the first excited state and the ground state energies E; is presented. It
is calculated in linear response theory using the Gaussian 98 code [162] with LDA option
for each nuclear configuration. The comparison between E.,. and E; gives insight into the
electronic configuration at each time step. In particular, the case E... = E; = 0 clearly
indicates that the system passes through a conical intersection®.

As can be seen from Figs. 3.10-3.12, in all cases, the short time behaviour (¢t < 25 fs) is
nearly independent of the initial conditions. The molecule undergoes a cis-trans isomeriza-
tion within a time scale of about 7 &~ 25 fs. The reaction path is dominated by a rotation
around the dihedral angle 6 (see upper part of Figs. 3.10-3.12). The first dominant motion
during the excitation, however, is a significant increase of the two bond angles ¢q, ¢; up
to a time of about 20 fs (lower part of Figs. 3.10-3.12). At the same time, the first conical
intersection occurs where E.,. approaches zero (upper part of Figs. 3.10-3.12). This univer-
sal behaviour is in excellent agreement with the results obtained in ref. [152] for a specific
trajectory. The total time of the isomerization process in [152], however, is somewhat larger
as compared to our time scale which can be attributed to the additional heat bath coupled
to the molecule in the calculation of ref. [152].

The long time behaviour of the electronic system can be divided into three distinct cate-

gories:

6As discussed in the previous section, in the linear response theory and a single determinant description
(like LDA) the convergence in the calculation of Fj is problematic at conical intersections. This is the
reason, why ezactly at the time steps, where E.,.—0 in Figs. 3.10-3.12, the corresponding calculation of E;

is missing.
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Figure 3.13: Electronic excitation of cis-NoHy (6 ~ 0) with a resonant (3.1eV) 5 fs pulse (Sp — S

transition) and the radiationless reverse reaction (S; — Sp) at the conical intersec-
tion (0 ~ 90°). The total number of excited electrons, the occupation number for
HOMO and LUMO states as well as the torsion angle 0 is plotted as a function of
time. (The laser ends at ¢t = 10 fs.)

1. Ground state dynamics (Fig. 3.10)

After the excitation to the Sy surface (¢ &~ 10 fs), the electronic system is immediately
deexcited by a nonadiabatic transition around 6 ~ 90° passing through the intersection
with E... = 0 at t &~ 20 fs. Afterwards, the molecule remains on the electronic ground
state surface. Thus, the nuclear degrees of freedom are highly excited (see the large
amplitude and irregular behaviour of ¢ and R in Fig. 3.10), and the molecule can
even undergo adiabatic transitions between the cis- and trans-configuration on the
ground state surface (see e.g. 6(t) at t ~ 150 fs and 225 fs). This scenario, i. e.
persistence on the ground state surface, is most likely observed in our simulations.
The laser excitation to the S; state and the deexcitation via the conical intersection
is demonstrated in Fig. 3.13 by showing the occupation of the HOMO and LUMO

one-particle states.

. Excited state dynamics (Fig. 3.11)

The opposite case is shown in Fig. 3.11, where after some nonadiabatic transitions
(t < 75 fs) the electronic system remains on the excited S;-state (¢ 2 75 fs) exhibiting
nearly the total excitation energy. Consequently, the nuclear dynamics is almost
frozen and shows nearly harmonic behaviour with small amplitudes (see ¢(¢) and

R(t) in Fig. 3.11). Evidently, the molecule is trapped within a cis-minimum on the
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six-dimensional S;-surface (see 6(t) in Fig. 3.11).

3. Switching between ground and excited state (Fig. 3.12)
In the two previous cases, most of the excitation energy of the molecule is finally
either stored into vibrational modes (see Fig. 3.10) or into electronic excitation (see
Fig. 3.11). However, there are also cases where a permanent change between electronic
and vibrational excitations is found. This is demonstrated in the example shown in
Fig. 3.12. As can be seen clearly from the behaviour of E(t), the molecule undergoes
several nonadiabatic transitions between the Sy and the S; state. In addition, there
are several transitions between the cis- and the trans-state (see 6(t)). They can occur
adiabatically on one surface (e.g. at ¢ =~ 175 fs) or nonadiabatically changing the

electronic state (e.g. at ¢ ~ 225 fs).

From the altogether 14 nonadiabatic transitions between the Sy- and Si-surfaces in the
examples shown in Figs. 3.10-3.12 (i.e. £} ~ E.,. = 0), one may quantitatively characterize
the location of the intersection funnel in the six-dimensional system. By averaging over the
14 events, we obtain a mean value of the dihedral angle of # = 93.6° with a standard deviation
of 4°. The mean values of the bond angles are approximately the same ¢y ~ ¢; = 120° with
a standard deviation of ~ 13°. The mean bond lengths are basically the same as those of

the ground state with a standard deviation of about 0.15 a.u.

3.2.3 Selective fragmentation via higher excited states

We have also investigated the dynamics of the cis-isomer respectively the trans-isomer for
other laser frequencies given by the higher resonant excitation energies in Table 3.5, i.e.
5.2, 6.3 eV and w = 8.3 eV. Also, the laser polarization has been choosen according to
the directions given in the table. The field strength FE, has again been varied within
the range of Ey = 0.0377 — 0.0924 a.u. (corresponding to the laser intensities between
0.5- 10" —3.0- 10" 25).

We find different vibrational excitation channels, which lead to different fragmentation re-

actions for higher laser intensities. Qualitatively, the results can be summarized as follows:

1. excitation of the cis-isomer with w = 5.2 eV
The NH-bonds are preferentially excited. The molecule remains stable up to an in-
tensity of 7 = 1.0 - 10", and dissociates to neutral Ny and two H atoms for higher
intensities.
cis-NoHy - No + H+ H

2. excitation of the trans-isomer with w = 6.3 eV
Again the NH-bonds are initially activated inducing multifragmentation for intensities
larger than 1.0 - 10™ Y.

trans—N2H2 — N2 +H+H
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3. excitation of the trans-isomer with w = 8.3 eV
For this frequency, the activation of NN bond length mode is dominating. The nitrogen
double bond breaks for intensities / > 1.0 - 10"-Y; leading to fragmentation into two
neutral NH dimers .
trans-NoHy — NH + NH

In all three cases, the rotational dihedral mode 6 is practically unaffected by the excitation
which is in stark contrast to the lowest frequency. Therefore, isomerization via rotation is
blocked for the higher electronic resonances. That means, the cis-trans photoisomerization
is only possible via the Sy — S transition (w = 3.1 V). A second point is the fact, that
the back reaction, the isomerization from trans-diimide to cis-diimide, is not accessible via
electronic excitation. The S)-state (w = 3.1 eV) is a dark state for the trans-isomer, and
excitation of higher excited states (w = 6.3 eV or 8.3 eV) does not lead to isomerization.
Therefore, the time scale of a possible molecular switch (cis — trans and trans — cis)
is dominated by the thermal back reaction, which has a much larger time scale than the

cis — trans photoreaction (25 fs).
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3.3 Giant collective vibrational excitation in fullerenes

In this section a much larger system will be investigated — the Buckminster Fullerene Cg .
Fullerenes have been the subject of many dynamical studies in molecular physics since their
discovery in 1985 [164]. The rather lately discovered new chemical group of fullerenes form-
ing closed shell carbon structures are on the edge between molecules and clusters showing
molecular as well as solid state properties. They are fascinating due to their highly sym-
metric structures and their high stability making them interesting for practical reasons in
material science as well as for pure research [165|. The large size with many electronic and
vibrational degrees of freedom gives rise to many effects unknown in atoms and also small
molecules.

One example is the existence of plasmon excitations in Cgy [166], which can be understood
as a collective motion of the electron cloud relative to the nuclear backbone, and is already
known from metal clusters and solids. The plasmon excitation in Cgg has been widely stud-
ied in theoretical works, in particular using jellium models [167-170]. Another phenomenon,
the suppression of ionization leading to unexpectedly high saturation intensities [171], has
been explained either by multielectron effects [172,173] or by multislit interference effects
due to the finite cage size [174] known also from diatomics [123|. Furthermore, it has been
found in experiments that the ionization process and the subsequent fragmentation depends
on the laser duration going from direct multiphoton absorption for short fs laser pulses with
pronounced ATI peaks in the photoelectron spectrum to statistical electron evaporation for
longer pulses [175].

Experimentally the laser-induced ionization and fragmentation of fullerenes have been stud-
ied extensively [175,176]. In two color pump probe experiments also the influence of Rydberg
excitations for efficient energy absorption has been investigated [177].

Concerning the vibrational degrees of freedom of highly excited Cgy, it has been found
that fragmentation occurs mainly by the emission of carbon dimers [178|, which can be
understood as a thermal statistical process of a relaxed vibrational hot Cgy cage. While the
electronic relaxation leading to the statistical electron evaporation takes place on a timescale
of tens of femtoseconds [175], the timescale for vibrational energy relaxation via vibrational
coupling is much larger leading to fragmentation on the order of picoseconds [179,180].

On a much shorter timescale than the fragmentation time, the laser can induce distinct
vibrational modes. Using near-infrared laser pulses stable highly charged Cfi ions with
a charge up to z=12 can be produced [172,181,182|. Furthermore, the excitation of the
H,(1) vibrational mode has been proposed by using a metal sphere model [172] resp. a
time-dependent adiabatic MCSCF method [183|. Theoretically, the vibrational dynamics of
Cgo induced by a laser field with visible or near-visible frequencies has been studied mainly
using tight-binding methods [184-188| resp. density-functional-based tight-binding electron-

ion dynamics (DFTED) [189]. For small laser intensities several vibration regimes depending
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on the laser parameters could be found with the excitation of the A (1), A,(2) [190] resp.
of the H, modes [188]. However, for higher intensities the breathing mode A,(1) dominates
in the semiempirical calculations [188,189] in agreement with experiments for metal-doped
Ceo [191].

In this section we will study the laser-induced dynamics of the electronically highly ex-
cited Cgo molecule taking explicitely into account all 240 valence electrons as well as all 180
nuclear degrees of freedom. Our ab-initio calculations will support the emergence of the
breathing mode excitation but with a period larger than in the electronic groundstate. The
breathing mode motion can be probed with a second laser pulse which has been confirmed

in two-colour pump-probe experiments [53].

3.3.1 The ground state properties of Cg,

The Cgy molecule has the highest symmetry that can be found in a molecular system — the
I-symmetry. It has the geometrical shape of a truncated icosahedron and consists of 20
hexagons and 12 pentagons with a carbon atom on each vertex (see Fig. 3.14). According
to Euler’s theorem the pentagons are neccessary to form a curved shell which would be
impossible using only a hexagonal structure, i.e. graphene sheet 7. All pentagons are
isolated from each other which reduces the local curvature respectively the local strain on
the ball. This is the so-called isolated pentagon rule which says that fullerenes with isolated
pentagons are energetically favoured. The smallest possible fullerene according to Euler’s
theorem is Cyg, which is much more unlikely to be produced than Cgg due to the violation
of the rule.

The structure of the buckyball is determined by only two parameters: the single C-C bond
length a; and the double C=C bond length ag. The 60 single C-C bonds are the bonds
forming the pentagons. The 30 double C=C bonds are located at the edge between two
hexagons. Although the structure of the Cgy molecule is not a regular truncated icosahedron
(with only equal bond lengths), the I,-symmetry is not destroyed. Alternatively, it is
sufficient to know the radius R of the buckyball and the ratio Z—z The radius R is defined
as the distance between the center of the buckyball and the carbon atoms.

In the time-dependent calculations the symmetry is broken, and a mean radius is defined as
R = % Z?il R; with R; the distance of the ith atom to the center of mass of the Cgy -cage.
As a measurement of the asymmetric deformation the standard deviation of the mean radius

R is used.

"Euler’s theorem for polyhedra is given by f + v = e + 2 with f the number of faces (hexagons and
pentagons), v the number of vertices and e the number of edges. For a polyhedron formed by h hexagonal
and p pentagonal faces the following condition can be derived: 6(f + v — e) = p = 12. One consequence is

that all fullerenes have exactly 12 pentagonal faces.
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Figure 3.14: Left) The structure of Cgp with the pentagon-hexagon single bond a5, the hexagon-
hexagon double bond ag and the radius R. Right) The vibrational normal mode
vector of the breathing mode a,4(1) which changes only the Cgo radius R.

The basis set

The Cgg molecule consists of 60 carbon atoms and 360 electrons which makes molecular
dynamics simulations computationally very demanding. Due to the many degrees of free-
dom it is neccessary to restrict the basis set for the expansion of the Kohn-Sham orbitals
to a few basis functions. So, we use a minimal basis set, i.e. a set of atomic basis functions
(LCAO-ansatz). The atomic basis functions were calculated from an atomic carbon ground
state calculation with the LDA option and are expanded itself in an auxiliary Gaussian
basis. The auxiliary basis® and the expansion coefficients of the atomic basis functions are
given in Table 3.6.

The two 1s-core electrons of each carbon atom will be treated in the frozen core approxi-
mation using the 1s atomic orbital specified in Table 3.6. The approximation is reasonable
for the deeply bound core-electrons which will not be affected by the interaction with the
laser. Therefore, the basis set contains the atomic functions of the valence shell (2s, 2p,,
2py, 2p, orbitals) which gives in total 60 - 4 = 240 basis functions.

Additionally, a basis set for the electronic density is given in Table 3.7. It consists of two
s-type functions. With the frozen core approximation for the 1s-core electrons, 4 - 60 = 240
electrons (4 valence electrons of each carbon atom) will be propagated explicitely. The
electronic ground state of Cgo is a singlet state with 120 spin-up and 120 spin-down (va-
lence) electrons. In the following calculations, the local density approximation (LDA) for
the exchange-correlation functional will be used. Only 120 Kohn-Sham orbitals have to
be propagated explicitely since each Kohn-Sham orbital is occupied by a spin-up and a

spin-down electron.

8The auxiliary basis consists of nine s-type Gaussians (I = 0) and 4 p-type Gaussians (I = 1). The
Gaussians’ widths are taken from the cc-pVDZ basis set [153].
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Table 3.6: Gaussian basis used for the description of the atomic orbitals of carbon. Note, that

coefficients

there are three degenerated p-orbitals with different orientations (2p,, 2py, 2p.).

o |a.u.
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0.00094745241
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1.76776695297

-1.338322e-05
0.00631269766
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Table 3.7: The two basis functions used for the description of the density.
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wa ) [em™] Ta,qy [fs] a5 [aw]  a [au] Ry [a.u]

exp. 497 [192, 193] 67 2.74 [194] 2.64 6.72 [195]
this work 521 64 2.73 2.616 6.66
Brenner 1 358 93 2.74 2.68 6.73

Table 3.8: Groundstate properties of Cgg .
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Figure 3.15: (left) The groundstate energy surface of Cgy as a function of the Cgy radius R (for a
fixed ratio ¢ = 1.044). (right) The breathing mode Ay (1) for different initial values
of the Cgo radius.

Geometrical conformation and breathing mode

The optimization of the geometrical groundstate configuration is done as mentioned in Sec-
tion 2.3.4. Due to the symmetry restriction only two parameters, the radius R and the

Z—z, have to be varied. We find an equilibrium radius Ry = 6.66 a.u. and a ratio

ratio
Z—z = 1.044. In Table 3.8 the geometrical groundstate properties are listed and compared
with experimental values [192-195] and an empirical model using 3-body potentials for car-
bon structures [97,98]. We find a good agreement with the experimental data, although the
bond lengths are slightly underestimated by up to 1 %. Furthermore, the frequency wy,q)
respectively the period T4, 1) of the radial symmetric breathing mode A4 (1) is listed. The
vibrational mode A,(1) changes only the Cg radius R and is displayed on the right hand
side of Fig. 3.14. The mode will play a big role in the laser-excitation scheme.

The calculated period of 64 fs is near the experimental value of 67 fs. The groundstate
energy surface as a function of the radius R is displayed in Fig. 3.15. The potential be-
comes anharmonic for large amplitudes R which enhances also the period slightly (right
side Fig. 3.15). This effect has to be distinguished from the effect we will see in the case of

electronic excitation by a laser field (see the next sections).
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Figure 3.16: The electronic density of Cgg of all electrons p(r) = 3 37129 | Wi (r) ‘2 (left), of the o
orbitals py—orbitals = Y, 2?21 {\Ifi" (r)|2 (middle) and of the 7 orbitals p;_orbitals =
Yoo ziliogl \Ifi"(r)|2 (right). The isosurface for p = 1.6 a.u., py—orbitais = 1.6 a.u.

and pr_orpitats = 0.5 a.u. is displayed in red color.

Electronic structure

In a simple picture based on Hiickel calculation [196,197], the electronic ground state struc-
ture can be understood as a sp?-hybridized carbon system with 3 strongly binding o orbitals
and an additional m-orbital for each carbon atom giving together 180 o electrons and 60
7 electrons. The o-orbitals are deeper bound than the 7-orbitals giving the first 90 levels
(180/2 due to the shared orbital for spin-up and spin-down electrons) in the Kohn-Sham
energy spectrum calculated in the LDA approach and displayed in Fig. 3.17. The w-orbitals
have Kohn-Sham energies above the o-levels close to the Fermi level. Therefore, they play
a more active role in the electron dynamics. The energy width of all occupied energy levels
is nearly 20 eV which has been found also in other DFT calculations [165].

The character of the two different types of orbitals can be visualized by the electron density
formed from the particular orbitals. In Figure. 3.16 the isosurface of the electron density is
displayed for the total density p, the density of the o-orbitals p, and of the m-orbitals p,.
Obviously, the simple picture of sp>-hybridized carbon atoms is supported by the shape of
the densities. A clear difference can be found between p, which is mostly located between
the atoms, and p, which shows a strong m-character normal to the molecular surface. The
total density p shows more the character of the o-symmetry since the majority of the elec-
trons occupy o-orbitals.

In Figure 3.17 also the energy level of the highest occupied molecular orbital (HOMO) is
indicated with its symmetry label A0, It is fivefold degenerate and is completely filled with
10 electrons (5 spin-up and spin-down electrons). A complete overview of the electronic
structure and the symmetry considerations can be found in [165].

The closed-shell electronic configuration, i.e. the singlet electronic groundstate Sg, allows
us to describe the Cgy molecule with the (restricted) local density approximation (LDA) as

mentioned above. Due to this limitation we cannot describe any triplet excited states in the
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time-dependent calculations.

3.3.2 Resonant and nonresonant laser excitation

The Cgomolecule can be excited resonantly or nonresonantly by a laser field. Resonant
excitation allows to excite the electronic system much easier with moderate laser intensities.
In particular, we are interested in the first electronic resonance whose frequency is also
accessible with standard laser techniques. Furthermore, it has been found that the excitation
via the first electronic resonance can be seen in general as a bottleneck for photophysical

energy deposition into Cgg, e.g. for the population of high-lying Rydberg states [177].

Electronic spectrum

In the Kohn-Sham spectrum (Fig. 3.17) all energy levels are plotted with energies up to 20 eV
for the uppermost unoccupied orbitals. The first dipole allowed transition from the ungerade
HOMO to the gerade LUMO-1 is indicated by an arrow. However, in density functional
theory the excitation energies are not simply given by the difference of the Kohn-Sham ener-
gies which would give only a crude estimation. One possibility to find the optical spectrum
is the excitation of the molecule with a very short laser pulse (6 — pulse) for fixed nuclei.
In the NA-QMD calculations the § — pulse was mimicked by a sin®-pulse with a period of
T = 0.1 a.u. (see eq. (3.1)). The system was propagated for a time ¢ = 20000 a.u. (484 fs).
The Fourier transform d(w) of the electronic dipole moment d(t) = 3, S1V¢ (U9 | ¢ [F7)
gives the electronic excitation energy spectrum.

The spectrum is plotted in Fig. 3.17. The weak peak at w = 3.37 €V is the first excitation
energy and is related to the HOMO — LUMO + 1 transition. The energy of 3.37 eV is
somewhat larger than the experimental values of 3 eV [167,198,199].

Strong resonances occur at much higher frequencies. It is known that a giant plasmon ex-
citation at 22 eV (surface plasmon) [167] and at 40 eV (volume plasmon) [169] exist. The
plasmon excitation can be explained as a collective excitation of the delocalized electron
cloud which oscillates relative to the nuclear backbone. In the NA-QMD calculations the
spectrum is ambigeous with high peaks between 15 eV and 25 eV whereas no strong reso-
nances near 40 eV can be seen. ? For this reason we cannot assign with certainty a specific
structure to the first plasmon. However, the absence of strong resonances near the position

of the second plasmon (40 eV) is possibly caused by the limitations of the minimal basis set.

9Since there is no averaging over vibrational motion, the calculated spectrum is not smeared out like in

the experimental results for the plasmon peaks.
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Figure 3.17: (Left) The Kohn-Sham energies ¢; of Cgq for the 120 occupied and the 120 unoccupied
orbitals. The HOMO, LUMO and LUMO+1 are labeled. Also the first allowed
dipole transition HOMO — LUMO + 1 is indicated by an arrow. (Right) The
electronic spectrum of Cgy (|d(w)|). The inset shows the area for small excitation

energies w.

Dependence on laser polarization

The Buckminster Fullerene is highly symmetric which is obvious from the physical proper-
ties. Therefore, we have tested the dependence of the absorbed energy on the laser polar-
ization for a resonant and a nonresonant laser frequency. The laser polarization was varied
in the xy-plane which is defined on the left side in Fig. 3.18. The nuclei were taken as fixed
for the short laser pulse (T' = 5 fs) since they do not affect the absorption process. With the
chosen laser intensities the Cgy will be highly electronically excited with absorbed energies
around 300 eV resp. 150 eV for the nonresonant resp. for the resonant pulse (see right side
of Fig. 3.18). As expected, the absorbed energy depends only marginally on the polarization
of the laser field with deviations from the mean value of a few percent. Therefore, it is justi-
fied to consider only a specific laser polarization without loss of generality. In the following

calculations the laser polarization is set to E | Cs5 symmetry-axis which is perpendicular

to a pentagonal face of Cgpand corresponds to an angle a = arctan ( :i/%‘/g) ~ 31.7° as
defined in Fig. 3.18. In that case the icosahedral symmetry I is not fully broken in the
time-dependent problem, Cgo -+laser, but rather reduced to the C5,-symmetry. This requires

a lower computational effort in the time-dependent calculations.

Dependence on laser intensity

The energy deposition due to a laser pulse depends strongly on the laser intensity. On
the left side of Fig. 3.19 the absorbed energy as a function of the laser intensity is plotted
for a resonant (370 nm) and a nonresonant (800 nm) laser with a pulse length of T =

27 fs. The absorption process is of electronic nature although for the nonresonant laser
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Figure 3.18: (Left) The definition of the orientation angle «v in the x-y plane. The x-axis (o = 0)
as well as the y-axis (o = 90°) corresponds to a Cyo-symmetry axis of the Cgg cage.
(Right) The absorbed energy after exciting the Cgy molecule as a function of the
orientation angle a for a resonant laser (w = 3.37 eV, T = 5 fs, 1.6 - 101-Y;) (o)

cm?
and a nonresonant laser (w=15eV, T =51s, 1.6 - 10150%) (m).

frequency, high absorption energies up to several hundreds eV occur. The response for
the nonresonant excitation is an order of magnitude smaller than for the resonant case.
However, in both cases the energy absorption increases nonlinearly with increasing laser
intensity. Additionally, we find some oscillations at an intensity of 2.8 - 10325 (resonant)
resp. 5.8:10' % (nonresonant). In the time domain we see a deexcitation process. However,
it is not clear if the increase of the absorbed energy is an artefact of our calculations due to
the limited basis.

On the right side of Fig. 3.19 the number of excited electrons N, is displayed. As one can
see, the laser excitation is a multielectron phenomenon for large laser intensities and cannot
be described with a single electron model. We find up to 40 excited electrons for the largest

laser intensities. The number of excited electrons correlates well with the absorbed energy.

3.3.3 Laser excited breathing mode

In the following, the response of the Cgy molecule to the laser excitation will be investi-
gated including the vibrational motion. The electronically stored energy is transfered via
electronic-vibrational coupling to the different vibrational normal modes.

The Cgp molecule has 174 vibrational normal modes (inner degrees of freedom: 3-60 minus 6
(translation+rotation)). How to calculate the eigenmodes and eigenfrequencies is explained
in Appendix B.1. A variety of normal modes with different symmetries exist with vibra-
tional periods in the range from 20 fs (with more tangential nuclear displacements) up to
120 fs (with radial motion) (see section B.2). The fully symmetric breathing mode A,(1)
with a period of 64 fs (exp.: 67 fs) lies in between. A selection of the eigenmodes is depicted
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Figure 3.19: The absorbed energy (left) and the number of excited electrons N (right) as a
function of the laser intensity for resonant (e ) and nonresonant (m) laser excitation

(T =27 fs).

in Fig. B.2.
In the dynamical calculations the normal mode eigenvectors will be used to decompose the
kinetic energy (see appendix B.1):

174
Euy= Y Ep* (3.6)
mode=1

making it possible to observe the vibrational excitation of each mode E™mgde 10,

For small laser intensities 3.3 - 10'® — 3.3 - 10 2%; Zhang and coworkers [187, 188, 200],
using a tight-binding model, have found that different vibrational modes will be excited
depending on the laser parameters. In particular, depending on the laser length T, the modes
with H-symmetry (7" > 40 fs) and the breathing mode A/(1) respectively the pentagonal
pinching mode A,(2) (T < 40 fs) dominate the vibrational motion explaining discrepancies
in experiments [171,201,202].

For much higher laser intensities resp. absorbed energies, i.e. in the multielectron excitation
regime, we find a different picture. In this case the breathing mode A,(1) dominates. This
is consistent with the tight-binding calculations for a nonresonant laser with 7" = 12 fs,
w=2¢eVand [ >2.1-10"7; [187].

An example of the dynamics of Cgy is shown in Fig. 3.20 left side for a resonant 27 fs-laser
(w=337eV, ] =33-10"215). For the first 54 fs, while the laser is switched on, the
molecule absorbs nearly 300 eV (upper part). The almost homogenously distributed excited
electron cloud couples to the radially symmetric A,(1) breathing mode (lower part). On a
time scale of femtoseconds the radial motion will be strongly excited. Nearly all vibrational

kinetic energy is stored in the breathing mode. For a time of 240 fs no damping of the radial

19The potential energy cannot be used due to the anharmonic deformation.



3.3 iant collective vibrational excitation in fullerenes 63

oscillation is taking place. This shows that the coupling between the A,(1) mode and other
modes takes place at longer time scales, in the range of picoseconds ''. Furthermore, we find
that the period of the radial oscillation is larger than the ground state period T}y, 1) = 64 fs
(Fig. 3.20 right side).

In general, by increasing the laser intensity, and therefore the absorbed energy, the breathing
mode period T4 (1) grows as well (Fig. 3.21). The explanation is that due to the electronic
excitation the potential has been changed towards much weaker carbon-carbon bonds than
in the electronic ground state. This, in turn, enlarges the equilibrium radius R, and the
breathing mode period Ts,1). The effect is only significant for high absorption energies in
the range of few tens eV or more. At the highest laser intensity (5 x 10'® W/cm?) more
than 30 valence electrons are strongly excited resulting in an impulsive force that expands
the molecule dramatically up to R = 8.9 a.u. which is 130% of the Cgo radius, orders of
magnitude larger than expected for any standard harmonic oscillation.

The dominant excitation of the breathing mode can also be found for smaller laser durations,
e.g. for T'= 9 fs, if the laser intensity is high enough to excite the molecule strongly. The
statement also holds in the case of nonresonant laser excitation (w = 800 nm) but much
stronger laser intensities are needed to excite the molecule significantly (see Fig. 3.19).
The dynamics of the electronic system can also be visualized, which is shown in Fig. A.6
(Appendix A.2). In the figure, snapshots of the electron dynamics are displayed using the
electron localization function (ELF) as well as the electron density. Comparing the bond
structure before and after the laser excitation we find a significant change for the ELF which
indicates bond breaking, especially of the double bonds. Looking at the electron density we
see that the density between the nuclei will be decreased, supporting the idea of the bond
weakening. The change in the bond structure is distributed over the whole cage which is in

agreement with the observed excitation of the symmetric breathing mode.

3.3.4 Pump-probe scenario

In summary, two interesting points have been found in our calculations:

e By exciting Cgy with strong femtosecond laser pulses, multielectron excitation takes
place with absorbed energies up to 300 eV depending on the laser intensity. Due to
the multielectron excitation and subsequent electron-vibration coupling, the breathing

mode A,(1) will be excited with large amplitudes.

e The period of the excited breathing mode depends strongly on the amount of absorbed
energy respectively the laser intensity. For higher excitation energies the period in-

creases significantly.

1n the td-DFT scheme calculations in the range of picoseconds are beyond our computational capacity.
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tional normal modes (down) as a function of time. (Right) The radial oscillation of
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Figure 3.21: Resonant laser excitation of Cgp (w = 3.37 eV, T' = 27 fs) with different laser
intensities. The period of the breathing mode Ty 1) (red) and the equilibrium
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Figure 3.22: Pump-probe scenario with with a blue pump pulse (w = 3.37 eV, T = 27 fs, [ =
3.3 1013%) and a red probe pulse (w = 1.5eV, T =27 1fs, I = 7.3 - 1013%).
(Left) The radius R (top) and the absorbed energy (down) as a function of time
for a pump-probe scenario with a time delay of 120 fs. The dotted lines are defined
in the same manner as in Fig. 3.20. (Right) (top) Cgp radius at the maximum of
the probe pulse Ry ope as a function of the delay time. (down) Absorbed energy
(circles) and number of excited electrons (squares) of Cg after excitation with the
pump and probe pulse as a function of the time delay. The horizontal line indicates

the absorbed energy after the pump pulse alone (292 eV).

In a next step the response of a highly excited molecule to a second laser pulse will be
investigated.

Femtosecond pump-probe experiments are a well known tool to examine vibrational motion
in molecular systems. In particular, the technique was succesfully applied to the dynamics
of diatomic molecules [203] where it is possible to follow the only relevant nuclear degree
of freedom, the internal distance. A similar situation occurs in the laser excitation of the
Cgo molecule where the electronic excitation induces primarly a one-dimensional motion of
the radius.

Using a resonant pump pulse as shown above (w =3.37eV, T'=27fs, [ = 3.3- 1013%) the
induced breathing mode will be probed by a second nonresonant laser pulse (w = 1.5 eV,
T =271fs, I =7.3-10"2%) for different time delays between the pump and probe pulse.
Due to the pump pulse an energy of nearly 290 eV will be absorbed, and the radius of the
molecule starts to oscillate with a period of 75 fs and a large amplitude (R, = 7.9 a.u.).
As one can see in Fig. 3.19 the nonresonant probe pulse is very weak, and cannot excite the
Cgo molecule, initially in the electronic ground state, significantly. However, the situation
is changed in the pump-probe scenario.

On the left side of Fig. 3.22 the dynamics is plotted for a time delay of 120 fs. The time delay
is defined as the time between the maxima of the pump and the probe pulse, and the actual

radius Rp,qe as the radius at the time of the maximum of the probe pulse. The maximum
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of the probe pulse coincides in time with a maximum of the radius R, where an additional
amount of energy is absorbed (~ 100 eV). Probing the molecule also for other time delays
we find that the total absorbed energy after the probe pulse is strongly correlated with the
actual radius of the "breathing" molecule (Fig. 3.22), i.e. with large amplitude oscillations
of the A;(1) mode. The additional energy absorption due to the probe pulse is significant
and lies between zero for the minimal radius and nearly 150 eV for the maximal radius. For
the opposite case (not shown in here), i.e. negative time delays (at first the nonresonant red
pump pulse and then the resonant blue probe pulse), no oscillation of the absorbed energy
can be found due to the fact that the nonresonant pump pulse is too weak to excite the
breathing mode.

For the photoabsorption as a function of the time delays a signature in the signals of the
fragmentation products should be found. The relaxation of the highly excited Cgy molecules
leads to a thermally hot molecule. The subsequent evaporation of Cy fragments is a sta-
tistical process on a us to ms timescale which cannot be investigated within the NA-QMD
approach.

However, the theoretical observations have been confirmed in two-colour pump-probe stud-
ies [53]. The experiments show a periodicity of 80 fs in the ion signal of the Cgq fragmentation
products as a function of the time delay. The experiments were performed with similar laser
parameters using a resonant 400 nm pump pulse (7' = 25 fs, I = 1.7-10"*-Y;) and a nonres-
onant 800 nm probe pulse (7" = 27 fs, 7.3 x 1013 W /cm?). The pump pulse differs somewhat
from the laser used in the calculation due to the fact that the experimentally obtained first
optical resonance at a wavelength of 400 nm does not match exactly the theoretical value
of 370 nm within the LDA-approximation.

Figure 3.23 (b) shows the metastable C}i ion signal as a function of the time-delay be-
tween the 400 nm pump and the 800 nm probe-pulse. Ci;{ is most abundant and metastable
fragmentation (on a ps-ms timescale) is a particularly sensitive probe of the equilibrated ab-
sorbed energy (temperature) of C4 generated in the initial photoabsorption process [176] 2.
At negative time delays, when the red pulse leads, almost no signal from C3 is observed.
Once pump and probe pulse overlap, the ion yield increases strongly and a maximum frag-
ment signal is found at a delay of ~ 50fs. Closer inspection of the pump-probe transient
reveals a weak modulation on top of the C3y ion signal. By fitting a pulse width convoluted
single exponential decay to the ion signal and subtracting it from the measured signal this
modulation - albeit small - is found in all pump-probe data from multiply charged large
fragments with a periodicity of 80 £ 6fs. This is shown in Fig. 3.23 (b) and can be under-
stood due to the NA-QMD calculations 2.

2 A5 mentioned before, the relaxation process takes place on a timescale of picoseconds or longer, and

cannot be considered in the NA-QMD calculations.
13The exponential decay of the probe signal (excitation energy) cannot be seen in the LDA calculations

on the same time scale may be due to the lack of electron-electron correlation effects
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Figure 3.23: Pump-probe (left) and optimal control (right) experiment (taken from ref. [53]). (a)

Metastable CZ; ion signal as a function of time delay between blue pump and red

probe pulse. An exponential decay is fitted to the data. (b) A modulation is found

for all large fragments CgH_Qm by subtracting the fits from the measured transients.

(¢) Optimized temporal shape with 220 pJ laser pulses and (d) 280 uJ pulses.

Besides the pump-probe experiments, additional, optimal control experiments have been

performed. The optimized pulse shapes also show periodic behaviour (Fig. 3.23 (c),(d))

which may be explained by vibrational excitation. However, the periodicity lies in the range
of 84 till 127 fs. The value of 84 fs is consistent with the breathing mode of a highly excited
Cgo molecule (see Fig. 3.21), but the maximal value of 127 fs is not reproduced by the the-

ory, possibly due to the lack of ionization, since the breathing mode period of ionized Cgq

is increased in comparison with the neutral molecule.






4 Collision-induced fullerene dynamics

The collision dynamics of Cggand other fullerenes with ions or fullerenes has been in-
vestigated since the nineties of the last century [204]. Depending on the impact energy
different competing reaction channels occur: scattering, fusion, (multi-)fragmentation [205],
charge transfer [205,206] and ionization [207,208]. In the high energy regime (multi-
)fragmentation [104,105] is the dominant reaction, whereas for impact energies of 60 eV-
500 eV (center of mass) fusion resp. inelastic scattering takes place in Cgy +Cgo colli-
sions [209, 210]. Considerable efforts were made to obtain the fusion cross section and
especially the fusion threshold [210,211]. For impact energies below the fusion threshold
inelastic scattering is the only reaction channel.

To investigate the collision dynamics theoretically, classical molecular dynamics simula-
tions [212] as well as QMD simulations have been performed [103,105,209].

In this chapter the NA-QMD approach will be applied to the dynamics of fullerene+fullerene
collisions. In the first part the low energy limit (impact energies E.,, < 150 ¢V) will be rein-
vestigated in particular in the context of the normal mode analysis. We will find that in
particular the oblate-prolate mode H (1) dominates the collision dynamics. A simple 2-
dimensional model will be introduced which allows us to understand the reaction processes
which occur in this energy regime, i.e. fusion and inelastic scattering.

In the second part the dynamics of high-energy fullerene-fullerene collisions (Fey, ~ keV-
MeV) is shown. In this impact energy range a competition between electronic and vibra-
tional excitation occurs which leads to different fragmentation regimes. The results will
be discussed with respect to ion-fullerene collisions, which have been investigated in the
past [32].

4.1 Adiabatic dynamics

Several years ago, fullerene-fullerene collisions at impact energies around 100 eV have been
studied in detail experimentally [209,213] as well as theoretically [103]. The results of these

extensive studies can be summarized as follows (for a review see e.g. [94]):

i) There are two reaction channels which do occur in this range of impact energies,
namely, complete fusion
C60 —+ CGO — Cik20

and deep inelastic scattering

Ceo + Ceo — Cgy + Cgo-
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Fragmentation into three or more fragments does not occur!.

ii) Fusion occurs only above a certain impact threshold energy, the fusion barrier V.
For all target-projectile fullerene-fullerene combinations with Cgq and Czg, the fusion
barriers are surprisingly large (Vg ~ 60 — 80 V) [209] as compared to a typical bond
energy (= 10 eV) in the system.

iii) The absolute values of the fusion cross sections as function of the bombarding energy
are orders of magnitude smaller as compared to the geometrical cross section [213],
which is rather unusual for fusion of complex systems like nuclei, droplets or clus-
ters [214].

Although microscopic QMD calculations do reproduce all experimental details [94, 103],
there is up to now, no physical explanation of the underlying mechanism leading to the
unexpected and surprising observations summarized above. So, the simple questions, why
only two reaction channels do occur, why large fusion barriers and small fusion cross sections
are observed, represent a long-standing fundamental problem in the field.

We reanalyze the reaction mechanism of Cgq+Cgg collision with special emphasis on the

normal mode analysis which has not been performed in our earlier studies [94].

4.1.1 Cgz + Cgo: Fusion versus scattering

Initial conditions

The initial state will be characterized by the impact parameter b and the impact energy (in

the center of mass system)

FEen = ng
with the relative mass of both fullerenes p = A%i‘ﬁ? (M )o: masses of the fullerenes) and

the relative initial velocity v (see Fig. 4.1).

In particular, we have only performed calculations for direct collisions (b = 0) for the
purpose of simplicity. The reaction channel is very sensitive to the geometrical orientation
of the two buckyballs which can be varied by rotating each Cg .

The initial distance R between the centers of masses of each cluster 2 has been chosen to
be 20 a.u. which is neccessary to ensure two initially "isolated" molecules in the electronic

ground state.

"We do not consider secondary evaporation processes (of mainly dimers) which proceed on time scales
of us [213].
2In the following, the variable R denotes always the distance between the clusters, and not the Cg radius.
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Figure 4.1: The initial geometry of a Cgg +Cgg collision with the impact parameter b, the distance
R between both molecules, and the impact velocity v parallel to the x-axis. The total

mass of each Cgp is given by M/ = 60 - m¢e = 1321920 a.u.

Reaction channels

We have investigated the Cgy +Cgp collision for three impact energies: 40, 60 and 104 eV.
For each of these, different initial conditions have been considered by varying the initial
orientation of the buckyballs randomly for 17 events. In Figure 4.2 the typical reactions
of the two competing channels, fusion and inelastic scattering, are displayed for an initial
impact energy of 104 eV.

The typical fusion product is a vibrationally highly excited peanut-shaped Cy59 molecule [215,
216] which is expected to have relatively low binding energies of a few eV [217]. It may re-
lax to form a more strongly bound and compact isomer with the form of a "cigar" or
"sphere" [217]| on a timescale of picoseconds, if no thermal evaporation of single Cy units
takes place.

In the case of inelastic scattering the two buckyball system decays into two highly excited
and deformed products which may also evaporate C, dimers on a longer timescale.

In Figure 4.3 the distance R, the kinetic energy of the projectiles

Eo = ng (4.1)

and the total vibrational (kinetic) energy E,;;, (see Eq. (3.6)) of both molecules are displayed
for the different initial orientations. As one can see from the distance and the kinetic energy,
the most events are inelastic scattering processes. The point of closest approach is reached
at a time near 100 fs, where the deformation is maximal (see Fig. 4.2). For the impact

energies of 40 and 60 eV no fusion events occur, and only at an impact energy of 104 eV
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Figure 4.2: Reaction channels of Cgg +Cgg collisions at an impact energy of 104 eV. Snapshots of

a fusion event (top) and an inelastic scattering event (down).

fusion events can be found in agreement with former QMD results which show a fusion
barrier of 80 eV [213].

The vibrational energy F,; shows a characteristic structure during the collision reaction.
At the beginning of the entrance channel a strong enhancement of the vibrational motion
can be seen due to the deformation process. At the point of closest approach a minimum
can be found which is caused by the storage of vibrational (kinetic) energy into deformation
energy. In the exit channel the repulsion leads to a further dissipation of energy into the
vibrational modes with a maximum final vibrational energy per atom of more than 0.3 eV
which corresponds to a temperature of more than 2500 K for the vibrationally relaxed
system.

In the exit channel the final relative kinetic energy after the collision differs for the various
initial orientations. However, by averaging over the inelastic scattering events we find that
the averaged relative kinetic energy of the scattered fullerenes is nearly independent on the
c.m. bombarding energy FE.,, (see Fig. 4.4). Therefore, the total amount of dissipated

energy F,;(oc0) into all vibrational modes after the collision is simply given by

E4(c0) = Eppp. — AE (4.2)

with AFE ~ 17 eV.
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Figure 4.3:

Collision dynamics for an impact energy of 104 eV (left), 60 eV (middle) and 40 eV

(right) for T=0 K. The Cgp-Cgp distance R (top), the kinetic energy El;, (middle)

and the total vibrational energy E,; (bottom) are displayed as a function of time for

the different collision events.
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Figure 4.4: The kinetic energy Ej;, averaged over the initial orientations for the impact energies
of 104 eV, 60 eV and 40 eV as a function of time. The final energy release AFE is

indicated.
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Figure 4.5: Normal mode analysis of Cgy+Cgo collision for an impact energy of 104 eV (left),
60 eV (middle) and 40 eV (right). The vibrational energy of all 174 vibrational normal
modes as a function of time. The oblate-prolate mode H,(1) is indicated by the black
(thick) line.

The normal mode analysis - The oblate-prolate mode H (1)

To gain an insight into the vibrational dynamics of the collision a normal mode analysis
will be performed. Therefore, the vibrational energy FE,; of each Cgy fullerene will be
decomposed using the eigenvectors of the vibrational normal modes (see appendix B.1). In
Figure 4.5 the vibrational energy of the normal modes of both Cg, molecules is plotted
as a function of time for all three impact energies. Due to the fact that the results for
single collision events are very similiar, we show only the result averaged over all events
leading to inelastic scattering. The normal mode analysis shows the following features: In
the entrance channel, i.e. during the approach phase, the H,(1) mode (sum over all five
degenerated eigenmodes) dominates the internal vibrational excitation mechanism. At the
distance of closest approach, the dominant part of the bombarding energy is stored into
potential (or deformation) energy of the vibrational modes (see distinct minimum of the
kinetic vibrational energies E™¢% at t ~ 120 fs). Obviously, the largest contribution to this
deformation energy originates from the prolate-oblate mode. This dominant excitation of
the prolate-oblate H,(1) mode is observed for all relative initial orientations of the fullerenes,
all impact energies (F.,, =~ 40...150 eV) and all relevant impact parameters. The long
time behaviour shows that due to vibrational relaxation, more and more of the 174 normal
modes do contribute.

Obviously, the dominant excitation of the quadrupole mode during the approach phase
represents the key point in the understanding of the basic reaction mechanisms of these
collisions. On the one hand, it prevents fragmentation into three or more channels due
to its symmetry which avoids any shearing forces. On the other hand, it acts as doorway
state for fusion. In an idealized picture, the energy stored into this mode at the distance
of closest approach must exceed a critical value of about AE ~ 17 eV. This implies that
fusion can occur only at impact energies considerably larger than AFE which explains the
large fusion barriers Vg. In the vicinity of E.,, > Vg, this critical amount of energy can

only be stored into the H,(1) mode if their five (degenerated) principle axes coincide with
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Figure 4.6: Sketch of the two-spring model for the Cgg-Cgg collision.

the collision axis. Because this is realized only very rarely, the absolute cross sections for

fusion are much smaller than the geometrical cross section.

4.1.2 A two-dimensional classical trajectory model

The simplicity of the single oblate-prolate mode excitation together with the microscopic
findings (see above) allows for the formulation of a simple two-dimensional and analytical
trajectory model of fullerene-fullerene collisions ("spring-model") which describes quantita-
tively the basic features predicted by the fully microscopic, 360-dimensional QMD calcula-
tions. 3

A sketch of the model is given in Fig. 4.6 and consists of two interacting springs. Each
spring ¢ = 1, 2, which represents one molecule, is defined by the two coupled masses % (M;:
here mass of Cg ), the force constant k; (here from the H (1) mode) and the equilibrium
distance D! (here diameter of Cg ). Introducing the c.m. distance between the two reaction

partners R and the spring coordinates D, D, the Hamilton function has the following form
My Mo M; ):

Mi+Msy? Hi = 1

(with the relative masses p =

H—P—’%+ {p%i+V(D~)}+U(R 1(D + D)) (4.3)
B 21 i=1,2 241 o 2 ' ’ .

with the potential V;(D;) for the inner (vibrational) mode of spring i

VD) = (D, - DY (1.4

and an external interaction potential U which depends on the ’contact distance’ between
the two springs = R — 1 (D1 + D»).

3This mode dominates the vibration of Cgo during the collision also in collisions with impact parameters
b>0.
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channel for the case of inelastic scattering and fusion.

The potential U mimics the response of all other vibrational degrees of freedom of the

molecules. The Newton equations are determined using the Hamilton equations with (4.3):

b — _9U(x) (4.5)
O z=R—1 (D1+D>)
.. ;1
b= v, 1 9U(x) (4.6)
6Dz 2 Ox x:R—% (D1+4D2)

In the following we consider only the case of identical springs, suited to the Cgy +Cgq collision.

The number of variables is reduced to

DlzDQED
]ﬁ:kz
M1 = [2-

Then the simplified Newton equations are given by (V; — V):

it — - 9U) (4.7)
83: r=R—D
. ov. 1 9U(x)
mP="50%% Tar | ., (48)
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Entrance channel (R < 0)

In the entrance channel the interaction potential U can also be written as a harmonic

potential:
k
Ulx) = 5(37 = dint)” O(dis — ), (4.9)

where the interaction distance d;,; and the force constant k is determined by the averaged
microscopic Cgg +Cg calculations. In Fig. 4.7a the result is plotted for all three impact
energies which show the harmonic behaviour of the potential. The deformation potential is
equivalent to the potential energy difference between the initial and the final geometrical
configuration.

A nice property is that the harmonic potential allows to solve the equations of motion (4.8)

analytically.

Exit channel (R > 0)

So far, no dissipative forces are included, which would prevent fusion events due to the
repulsive character of the interaction potential U (see Eq. (4.9)). To describe the energy
dissipation which leads to the inelastic behaviour resp. fusion, a method will be used
which has been developed in nuclear physics, in particular for deeply inelastic heavy-ion
collisions [218]. To do so, an additional deformation potential E;(z) will be introduced in
the exit channel
Ux) » W(x) =Ul(z) + E4(z)

with

(B, — Eg(o0))e™ 2™ + Ey(00) — U(x) for 2 > Tpey
Ed(l‘) = .
0 for r < Tyet

The potential E4(z) depends on the returning point x,o; = (¢,) and on the potential energy

at the returning point
B, = U(2y) with R(t,) = 0. (4.10)

The final deformation energy Fy(oo) = lim, ., E4(x) after the collision is the only free

parameter, which determines the reaction process (see Fig. 4.7b):

1. For E4(c0) < E, the potential W is repulsive implying inelastic scattering.

2. For F;(00) > E, the potential becomes attractive which may lead to fusion.

In the next part these relations will be used to find an analytical formula for the fusion

barrier.
The width A = |Zet_dime (] %ﬁo)) is fully determined by the other parameters and
choosen in such a way, that the force at the returning point —2% is continuous for

ox T=ZTret

scattering (E4(co0) < E,) respectively changes sign for Fy(co) > E,.



78 4 Collision-induced fullerene dynamics

Analytical solution for the fusion barrier Vg

In general the EOM’s of the model system cannot be solved analytically because of the
complicated form of the dissipation potential F4(x) in the exit channel. However, the
dynamics of the system for the entrance channel can be calculated analytically by solving

the two coupled linear ordinary differential equations:

R=—w*R—D —dyy) (4.11)
D=—w}D—D" +w*(R—D —di) (4.12)
with the frequencies
k k
w?= -, w? = . (4.13)
H H1

The solution in the entrance channel and the knowledge of the final deformation energy
E4(00) are sufficient to find an analytical expression for the fusion barrier Vz which will be
shown in the following.

Here, we shortly present the solution of the EOMs (4.11),(4.12). For a more detailed deriva-
tion look in appendix C where also the more general case of two different springs is discussed.
The solution for the distance R(t) and the vibronic coordinate D(¢) with the initial condi-

tions

R(0) = D° + djpy, R(0) = 4.14)
D(0) = D°, D(0) =0 (4.15)
is given by
v 2
R(t) = — > " aisin (Qut) + (D° + di), (4.16)
i=1
v 2
D(t) == bsin(Qt) + D° (4.17)
w
i=1

with the fundamental eigenfrequencies

Dijpp=w \//@+1j:\//£2—|—1 (4.18)

J1/2(k)
and the amplitudes
K

9= ——— (1 F —— 4.19a
1/2 2f1/2(/‘€) ( + 524_1) ( )

1 1
by = , 4.19b
2= % fije(s) V2 +1 ( )
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where the ratio k is defined as

]{Zl w%
= = = . 4.20
T T oL (4:20)
To calculate the fusion threshold, we need to determine the potential energy
2
w
E, = %(R(t) — D(t) = diny)?
t=t,
at the returning time ¢, with R(t,) = 0. Using (4.16) we arrive at
a1 cos (1 t,) + a2y cos (Qsat,) = 0. (4.21)

This equation cannot be solved analytically but the returning time can be approximated by

™

t, " ——
2€)

due to the fact that the second term in Eq. (4.21) dominates (Z—; << 1 in the relevant range

of the parameter k). Then the potential energy E, can be written as
E, = a(k) Eemn. (4.22)
with the impact energy E. ., = % v? and the coefficient

T fi(k)
2 fo(k)

alk) = {(al(/{) —by(k)) sin( ) + as(k) — bz(/@)r (4.23)

or inserting Eq. (4.19a), (4.19b)

2

1 k—1—+vVkK2+1 o k+1+VRE2ZH1 k—1++vVK2+1
o) = ——— | sin (2 kI ”
ARP+D) | Vk+1+ V2 +1 2 V2K VE+1—VrZ+1

(4.24)

Comparing the potential energy FE, with the final deformation energy Fy(oc) = E.,, — AFE,
we can estimate the fusion threshold. As mentioned above, we find that AFE, averaged over
the initial orientation, is nearly 17 €V for the microscopic calculations of Cgy +Cgg scattering
events independent of the initial impact energy in the investigated energy range 40 eV —
104 eV (see Fig. 4.4). If E, is smaller than the final deformation energy FEy(c0), the potential
W in the exit channel is attractive, hence opening the channel for fusion (see Fig. 4.6).
Setting F, - E4(c0), we find for the fusion threshold (Vp = E. )

AFE
Vp =

=~ T=ate (4.25)

Of course, the relation (4.25) is only a lower limit, since the reversible energy transfer

(vibrational energy to c.m. energy) during the recoil is neglected. In Fig. 4.8 the fusion
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Figure 4.8: The fusion barrier Vp as a function of the force constant k; with the analytical (solid
line) and the numerical result (dashed line) for £ = 0.12 a.u. and AE = 20 eV.

threshold is displayed as a function of the vibrational spring constant k; using the analytical
formula (4.25). Additionally the numerical result is shown which has been calculated by
solving the Newton-equations (4.8) for various impact energies with a Runge-Kutta method.
The numerical fusion threshold is always slightly larger than the analytical value due to the
reversible energy transfer in the exit channel (bouncing effect). However, this effect is not

very large, so the analytical formula gives a satisfactory result.

Comparison with QMD results

Taking the results from the microscopic Cgg +Cgg calculations, we can make a comparison
of the model predictions and the full QMD results. The vibrational spring force constant
k1 = 0.51 a.u. corresponds to the H,(1) mode of Cg (7%, = 124 fs) and has been evalu-
ated using Eq. (4.13) with the corresponding relative masses for Cgy . The interaction force
constant k = 0.12 a.u. is obtained from the QMD results of the deformation potential (see
Fig. 4.7a). Finally the energy release is given by AE = 17 eV (see Fig. 4.4). Inserting the
values in Eq. (4.24) we get a fusion threshold Vg of 82 €V (see Fig. 4.8). The numerical
model calculations show a slightly higher fusion threshold of 85 eV due to the reversible
energy transfer in the exit channel as mentioned above.

Snapshots of the Cgg +Cgo and spring + spring collision dynamics are displayed in Fig. 4.9
illustrating the two reaction types, inelastic scattering resp. fusion. Furthermore, the dy-
namics for different impact energies is plotted in Fig. 4.10 comparing the model and the
microscopic Cgo +Cgo QMD results qualitatively. In particular the vibrational energy FE,;,
the kinetic energy Fj;, and the distance R are plotted as a function of time. The first two
examples for E.,, = 40 and 60 eV show inelastic scattering, whereas the last collision for
Een = 150 €V is a fusion event. A good agreement between the model and the microscopic

calculations can be found. In the entrance channel the dynamics is nearly identical, also the
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Figure 4.9: Snapshots of the full microscopic Cgg +Cgp collision and the spring model for inelastic
scattering (left) and fusion (right) for an impact energy of 40 eV resp. 104 eV.
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Figure 4.10: Comparison of the model calculation with the microscopic Cgg +Cgg results for im-

pact energies of 40, 60 and 150 eV. The distance R, the kinetic energy Ej;, and the

vibrational energy FE,; are shown as a function of time.

final kinetic energy matches. The characteristic double hump structure of the vibrational
energy is reproduced very well.

The model predictions can also be extended to other fullerene collisions or collision condi-
tions. In Table 4.1 the experimental fusion barriers for different kinds of fullerene collisions
are shown. They will be compared with former QMD and the simple model results. In ex-
periments, where hot Cgo molecules (T=2000 K) have been used, decreased fusion barriers
were found [213]. Scaling the force constant of the spring mode k; with a factor 0.85 we find
a good agreement with the experimental result. This means by softening the oblate-prolate
mode the fusion barrier can be lowered. Furthermore, for collisions with Cryan enhanced
spring mode constant k; = 0.55 a.u. gives satisfactory results with an increased fusion bar-
rier.

In the following sections, a justification and physical interpretation will be given for the
scaling of the vibrational constant k; (H,(1) mode) for T=2000 K, and for the increased

spring constant k; of the collisions with the C;q fullerene.
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QMD [213] | Model | QMD [213] Model | Experiment [213]
T=0K | k* | T=2000K |k 085

Ceo +Ceo 80 82 60 65 60+1
Ceo +Cro 94 87 70 69 70£6.5
Cro +Cro 104 93 7 73 764

Table 4.1: The fusion barriers Vg in eV. The values of the model are obtained with Eq. (4.24)
using the parameters k7"?(Cgo) = 0.51 a.u. resp. kg''(Crp) = 0.55 a.u. (resp. the
scaled values), k = 0.12 a.u. and AE =17 €V.

4.1.3 C4 + Cgo: Fusion versus scattering for finite temperatures

Up to now, only calculations of fullerene reactions without considering any temperature has
been presented. Of course, in most cases experiments has been done at finite temperatures.
For room temperature the effect should be small since only a vibrational energy of 2 eV is
stored, but for higher temperatures the effect is notable.

An example is the Cgg + Cgo fusion barrier, which was investigated in the experiments at
T = 2000 K. For such a setup a much lower fusion barrier of 60 eV has been found, than
expected from ab-initio molecular dynamics simulations at zero temperature. In the ana-
lytical trajectory model the fusion barrier could be lowered by choosing a softer vibrational
H,(1)-mode. To check the assumption of a softer oblate-prolate mode and other aspects of

the collision dynamics, calculations at 7" = 2000 K will be presented in this chapter.

Preparation of the initial state for finite temperatures

Due to the unknown analytical structure of the high-dimensional energy surface depending
on 174 coordinates, it is impossible to find an equilibrated initial state explicitely. To
prepare a hot Cgy with a given temperature T, simulations were initiated with only kinetic

vibrational energy of

!
2
with f=174 the number of degrees of freedom for Cgy*. For a temperature 7 = 2000 K
(k =8.61735-107°% [219]) the vibrational energy is given in total by 15 V. The vibrational

energy F,;, was equally distributed among all 174 normal modes for the initial time ¢ = 0.

Eup = kT

In Figure 4.11 the relaxation process is displayed. The kinetic energy drops within 25 fs to
half of the initial value (indicated by the red line). This is understandable since the kinetic
energy is converted into potential energy. Due to the virial theorem, the kinetic energy is

equal to the potential energy for a system of harmonic oscillators (= normal modes) in the

“In particular, the translational and rotational degrees of freedom were excluded to ensure nearly the

same collision geometries in the following collision scenarios compared to the 7" = 0 calculations.
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Figure 4.11: Energy relaxation of Cgg (equilibrium geometry) with an initial kinetic vibrational
energy of 15 eV. Upper part) The total kinetic energy as a function of time. Lower

part) The kinetic energy of each normal mode as a function of time.

equilibrium. The virial theorem is only valid for the time averaged energies, so fluctuations
around the theoretical value occur. The dynamics of the normal modes are much more
complicated. It shows a strong coupling between the normal modes leading to an energy
transfer between the modes (lower part of Fig. 4.11).

The oblate-prolate mode at 7' = 2000 K

To show how the period Ty, 1) of the Hy(1) mode changes for a vibrationally hot Cg,
calculations have been performed with a nonzero initial amplitude of the oblate-prolate
mode and some initial kinetic vibrational energy for all normal modes as mentioned above.
In Figure 4.12 the kinetic energies of the normal modes are displayed for two excitation
energies of the H (1) mode. One can see the dominating oblate-prolate mode oscillation
which is not fully harmonic due to the interaction with other modes. We found that the
period T, (1) increases with increasing temperature. For a cold molecule Ty, ) is 115 fs
whereas it is increased to 121 fs for 7' = 2000 K (left side in Fig. 4.12). The softening of the
H,(1) mode can be explained by a stronger coupling to the other normal modes due to the

anharmonic parts of the potential energy surface.

Dynamics of Cg)+ Cg collisions

For the collision dynamics we started with an initial state taken from the calculation above
(see Fig. 4.11), i.e. the two molecules were initialized to the states obtained at the arbitrarily
selected times t = 375 fs resp. t = 605 fs. In principle, averaging over far more different
initial vibrational hot states would be desirable to simulate the temperature. That, however,
is a very time-consuming task. But for our purpose, it is sufficient to consider only one initial

configuration and to study the effect of the vibrational excitation. To compare the collision
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Figure 4.12: The kinetic energies of all normal modes as a function of time for Cgp with an initial
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Figure 4.13: Collision dynamics for an impact energy of 104 eV (left), 60 eV (middle) and 40 eV
(right) for T=2000 K. The Cgy-Cgo distance R is displayed as a function of time

for the different collision events.

dynamics for 7' = 2000 K with the former calculations for 7" = 0 in Chapter 4.1.1, the
same initial rotation angles have been used. Only the cold molecules were replaced by the
hot Cgos (see above). For the impact energies of 40, 60 and 104 eV the trajectories of the
different collision events are plotted in Fig. 4.13. In general, collisions at T" = 2000 K are
more inelastic than for cold molecules, as expected. Where only two fusion events can be
found for T" = 0, three fusion events occur for T = 2000 K.

In Figure 4.14 the averaged deformation energy U(R) for the three impact energies
is compared with the T = 0 calculation. Besides small oscillations due to the thermic
vibrational motion for 7" = 2000 K, no major difference can be found between cold and hot

molecules. Also the averaged return distance R,..; does not change significantly (Table 4.2).
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E. .. R,e |a.u.]

[eV] T=2000K | T =0
104 9.98 10.0
60 11.34 11.4
40 12.4 12.4

Table 4.2: Comparison of the return distance R,.; averaged over 17 events for a temperature
T = 2000 K (15 eV) and T = 0 of the Cgp + Cgg collision.
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Figure 4.14: Comparison of the deformation energy U as function of the distance R for T' = 0
(left) and T'= 2000 K (right).
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Comparison with the trajectory model

2
k1(2000K) < Trg (1) (0F) = 0.9 is very similiar to the scaling factor 0.85 obtained

The ratio %1(0K) T, (1) (2000K)
from the experimental values (7' = 2000 K) and the analytical trajectory model results for

T = 0 (see Table 4.1). Furthermore we find that the deformation potential for "= 0 K is
identical with that of 2000 K indicating no change in the interaction force constant k. In

conclusion, the trajectory model predictions are consistent with the experimental results at
T = 2000 K.

4.1.4 C;,+ Cy: Fusion versus scattering

In this section some results for C;og + Cyq collisions at 7' = 0 will be presented with special
focus on the trajectory model predictions for the fusion barrier. In particular, it is known
that the fusion barrier for Crg + Crgis higher than for Cgg +Cgg collisions [213|. Therefore,
we take a closer look to the normal mode analysis of the collision dynamics which provides

insights into the fusion mechanism.
The C,, molecule

The C7g molecule is the next higher fullerene to Cgy whose much lower symmetry is Dsy,.
It is shaped like an ellipsoid and can be constructed by splitting Cgy into two halves per-
pendicular to the Cs-axis and adding a ring of ten carbon atoms in between. Corresponding
to this symmetry, the molecule has 8 different bond lengths. The geometrical properties
have been calculated using the LDA functional and the same basis set as for Cqg. They are
displayed in Table 4.3. The results are compared to other theoretical and to experimental

work and shows a good agreement °.
The vibrational spectrum

The spectrum of Crqis not as well understood as in the case of Cgy. 122 distinct eigen-
frequencies, either one- or twofold, exist, due to the much lower symmetry compared to
Cgo . The more complex spectrum makes it more difficult to relate measured frequencies to
theoretical values. Experimentally the spectrum was investigated with Raman [223] and in-
frared spectroscopy [224] in the nineties. Phenomenological models as well as first principle
approaches [220,225,226| have been performed showing frequencies in the range of 230 to
1600 cm~!. We have calculated the vibrational spectrum in the same way as for Cg .

The calculated modes with the lowest frequencies are a doublet E), at 237 cm™!, a doublet

®More literature can be found in the book by Dresselhaus [165].
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present (LDA) LDA ( [220]) experimental ( [221])
diq 1.443 1.442 1.46
dio 1.382 1.392 1.37
dog 1.440 1.439 1.47
dss 1.376 1.387 1.37
dsy 1.440 1.439 1.46
day 1.424 1.431 1.47
dys 1.410 1.415 1.39
dss 1.456 1.456 1.41
long diameter 7.90 - 7.96 ( [222])
short diameter 7.08 - 7.12 ( [222])

Table 4.3: Bond lengths and other ground state properties of Crgin units of A.

present (LDA) LDA ( [220]) MD simulation( [225])

E) 237 219 235
EV 264 242 250
Al 270 262 251

Table 4.4: Vibrational frequencies for Crg

F} at 264 cm™!, and a singlet A} at 270 em~!. These five modes correspond to the lowest
eigenmode H,(1) (271 cm™') mode of Cg, which are split due to the lower symmetry of
Cro ®. In Table 4.4 the values are compared with another LDA calculation [220], in which the
dynamical matrix is diagonalized as in our work but using also symmetry constraints, and
a Car-Parrinello molecular-dynamics simulation [225], based on an analysis of trajectories
(avoiding the calculation of the dynamical matrix). The lowest three frequencies measured
by Raman spectroscopy [223] are 228, 250-267 cm ™! and may be related to the £} doublet
resp. to the A} + EY doublet.

Collision dynamics

Even for the direct collision of C;o+Cr7y more geometrical configurations are possible

6The largest common subgroup of I, (Cgo) and Dsj, (Cro) is the Cs, group. Classifying the normal
modes of Cgp and Crg only with the Cj, irreducible representations, a comparison between the two molecules
is possible. The H, mode is split into an A}, a EY, and a Ej mode.
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Figure 4.15: Cry +Crq collisions for the two symmetric initial conditions (top). The distance R
(in a.u.) and the vibrational mode energies E,;;, (in eV) for the left (middle) and for
the right collision partner (down) with the vibrational modes A} (w) and EY (e)

are plotted as a function of time.

than for Cg, since the system has two principle axes. We will show inelastic scattering
events for four different orientations at an impact energy of 60 eV. For the two symmetric
initial orientations a strong excitation of the A} (270 cm™!) mode (collision direction parallel
to the long principle axis) resp. of the £} (264 cm™!) mode (collision direction parallel to
the short principle axis) occur (Fig. 4.15). In the case of asymmetric initial orientations a
mixture of both modes, the A} and the E} mode, is excited (Fig. 4.16). Thus the situation
is more complex than for Cgy +Cg collisions. However, the main feature, the characteristic
double hump structure of the dominant modes during the collision, can be seen. For the
asymmetric initial orientations also rotational excitation occurs. In all cases the dominant
vibrational modes, A} and/or EY, relax very quickly after the collision process due to vi-

brational coupling to the other modes.
Consequences for the trajectory model

Now, we can adapt the trajectory model for C;q +Crq collisions. In particular, we see two

dominant modes, A} and EY, which are splittings of the H (1) mode in Cgy due the lower

symmetry 7. Using the relation w? = ﬁ— with w; the vibrational frequency of the modes

"Surprisingly, the third mode E} of the H,(1) splitting is not significantly involved in the collision

dynamics.
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Figure 4.16: Cry +Crq collisions for two asymmetric initial orientations (top) with the same prop-

erties as in Fig. 4.15.

and p; = % the relative mass of Cyq, the vibrational force constant k; can be calculated
(see Fig. 4.17). As mentioned above the LDA calculation overestimates the vibrational
frequencies compared with the experimental values.

For a symmetric collision shown above the same mode is excited in each fullerene making
it possible to use the formula for symmetric springs (4.25). Experimentally it is not clear
which frequency belongs to a certain mode (A} or EY). For a first estimate we take the
experimental vibrational frequency of 267cm ™" [223] which may be related to the A} resp.
EY. This leads to a force constant k; = 0.55 a.u. Under the assumption that the other model
parameters from the Cgy +Cgq collisions do not change, Equation (4.25) gives a fusion barrier
Vg of 93 eV which is higher than the Cgy +Cgo value and agrees well with the experiments.
For asymmetric collisions more than one mode is excited (see Fig. 4.15). In this case, the
trajectory model for non identical springs (spring constants k; # ky) can be applied (see
Appendix C) where a similiar equation for the fusion barrier Vg (ky, ko, k) as Eq. (4.23) can
be derived. However, if the spring constants k; and ks do not deviate very much from
the mean value k = %(/{:1 + k): the exact result Vp(ki, ko, k) for non identical springs
does not differ signicantly from Vz(k, k) obtained with Eq. (4.24). This leads to similiar
fusion barriers for the asymmetric Crq +Cr collisions since the A} and E} have very similiar
frequencies.

Another asymmetric collision is the Cgy +Crg reaction. Like shown in section 4.1.1 the
oblate-prolate mode Hy(1) mode will be excited during the Cgy +Cgo collision. Calculating
the fusion barrier Vz(3(k1 + k), k) for the Cgo +Cro collision with &y = 0.51 a.u. (Cgo ) and



4.1 Adiabatic dynamics 91

Ceo Cro
l T _ T T 2 T L J T T T 2 T T
— | Kmoae™ Beeo @ mode Knode™ Mc70 @ mode -
S
S,
c ,
g Hy(1) E” A ()]
g e o o © o E’ n__m .
I = 172 _
g 1 | 1
L |-- exp. 270 cr‘n‘ 1 |-- exp. 267 crh‘
| | | |

| | | | | |
normal mode normal mode

Figure 4.17: The spring constants k of the Hy(1) mode in Cgpand the splitting in C7g. The
circles resp. squares indicate the theoretical values obtained with LDA, and the
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ky = 0.55 a.u. (Cro) a value of 87 €V is obtained, which is in between the Cgy+Cgg and

Cro +Cygp collisions as expected.
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4.2 Nonadiabatic dynamics of fullerene-fullerene

collisions

The collision dynamics of Cgg-Cgo systems in the (c.m.) energy range up to 500 eV have been
investigated in the past [104]. Different reaction channels were observed. Depending on the
collision energy scattering, fusion or multifragmentation occurs. All these calculations were
done in the adiabatic framework, e.g. no electronic excitation was included.

In this chapter we will show computational results of collisions up to energies of 1.8 MeV
where electronic excitation dominates, i.e. a genuine nonadiabatic process. We will find
different excitation regimes from vibrational to highly electronic excitation, leading to mul-
tifragmentation up to complete atomization of the fullerene cages.

The initial state of the molecules is the ground state (diameter of Cgp: 13.5 a.u.) with a given
impact parameter b and the impact velocity v in the center of mass system (v < 0.45 a.u.).
During the inelastic collision the system dissipates translational energy into internal energy
of the molecules. The total energy loss AFE is defined as the difference of the translational
energy of both molecules Ej;, = £v* (shortly) after and before the collision. The energy is

2
converted into excitation energy of the molecules which consists of two parts:

AFE = AFE,;, + AEy

with the vibrational energy AE,;, = Eg; + AEF and the electronic excitation energy
AFE,. The deformation energy FEgy s is obtained by calculating the electronic groundstate

energy difference between the initial and the final geometrical configuration.

4.2.1 Fragmentation regimes in C4, + Cqo collisions

Varying the initial velocity, different collision regimes can be distinguished: adiabatic colli-
sions ( < 500 eV) with scattering, fusion as shown in the last section as well as fragmentation
processes, and nonadiabatic collisions ( > 500 eV ) with fragmentation. In Figure 4.18 (left)
one can see that the vibrational excitation dominates for low collision energies and the elec-
tronic excitation for high collision energies. We find a maximum of the vibrational excitation
and also of the total energy loss AE at an impact energy E. ., = 50 keV. For impact energies
higher than 400 keV a plateau of AFE can be observed which is dominated by the electronic
excitation energy. A similiar behaviour can be found for C* — Cg collisions [32], which will
be shown later. At the very high impact energies (electronic excitation !), the scattering
angle 6 defined by the change of the c.m. momenta of the collision partners, is nearly zero,
only for lower impact energies (vibrational excitation !) the momentum transfer, i.e. the
scattering angle, is much larger (see Fig. 4.18 (right)). We find also that the scattering an-

gle is always smaller as compared with the collision of elastic rigid spheres (billiard model)
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Figure 4.18: Energy absorption (left) and the scattering angle € (right) as a function of the
impact energy for a fixed impact parameter b = 7.5 a.u. The grey area (left)
indicates the energetically forbidden area. The dotted horizontal line in the right

figure indicates the scattering angle # = 111.5° for the hard sphere model (billard
2
model: cosf =2 ( b ) —1).
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Figure 4.19: Snapshots of the collision in the rest frame of one Cg for v = 0.45 a.u. (1.8 MeV)
(Upper part) and v = 0.01 a.u. (900 eV) (Lower part) (b = 7.5 a.u.)
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Figure 4.20: The total number of fragments and the number of monomers (1), dimers (2) etc. as a
function of time for an initial velocity v = 0.01 a.u. (900 eV) (left), and v = 0.45 a.u.
(1.8 MeV) (right) and an impact parameter of 7.5 a.u.

within the investigated energy range from 40 eV to 1.8 MeV since the collisions are more or
less inelastic in all cases.

In Figure 4.19 some snapshots of the collision dynamics is shown for two different impact
velocities. For the highest impact velocity v = 0.45 a.u. (1.8 MeV) the interaction time
between the nuclei is very short, so the vibrational excitation is only small. Instead the
electronic excitation dominates, since the electron dynamics is much faster. The molecules
are not destroyed during the interaction time. Only few atoms in the upper part of the
cage have got some kinetic energy. But due to the high electronic excitation the cages will
start to expand and fragment isotropically into monomers and dimers (see Fig. 4.20). In the
lower part of Fig. 4.19 one can see an example for an initial velocity v = 0.01 a.u. (900 V).
The collision dynamics is much slower, so the vibrational excitation dominates and the elec-
tronic excitation is small. We see a collective flow effect which has been proposed in QMD
calculations for an impact energy of 500 €V and has been studied in nuclear physics (see
ref. [104] and refs. therein). The cages form a superdense state during the approach phase.
For later times we find multifragmentation with collision products of monomers, dimers up
to much larger fragments (see Fig. 4.20). The larger collision products fragment under a

certain angle in opposite directions ("side splash").

4.2.2 Dependence on the impact parameter

The results shown before were obtained for an impact parameter b = 7.5 a.u. and different
impact energies. The energy loss AFE depends strongly on the impact parameter b. As an
example, the absorbed energy as a function of b is plotted in Fig. 4.21 for an impact velocity
of 0.45 a.u. where the electronic excitation dominates. For a central collision (b = 0) the

fullerenes interact very strongly and the maximum amount of energy will be lost. The energy
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Figure 4.21: Cgo-Cg collision for an impact velocity v = 0.45 a.u. (Left) Energy loss as a function
of the impact parameter b. (Right) The mean radius of one collision partner, i.e. a
single Cgp, as a function of time for an impact parameter b = 7.5 a.u. (top) and
b = 14 a.u. (bottom). The dashed lines indicates the upper and lower limit by

means of the standard deviation.

loss decreases with increasing impact parameter b and vanishes for an impact parameter
bigger than the diameter of Cgy. The excitation scheme found for b = 7.5 a.u. does not
change for the other impact parameters. The (almost exclusively electronic) excitation
energy lies in the range of several keV leading to fragmentation into monomers and dimers.
There were always some faster atoms which are knocked out of the molecule due to a more
or less direct nucleus-nucleus collision. For smaller impact parameters the probability for
such direct "knock outs" is large.

Note, that the interaction range is larger than the geometrical diameter due to the electron
density distribution. For near grazing collisions (b = 14 a.u.) the molecules will be highly
electronically excited (AE = 240 V) leading not directly to fragmentation but to vibrational
excitation, in particular of the breathing mode Ay (1) with a period of T, ) = 75 fs (see
Fig. 4.21). The breathing mode period is in good agreement with the result for laser excited
Ceo (see Fig. 3.21 in Chapter 3.3.3). This shows that the excitation of the breathing mode

is rather insensitive to the particular electronic excitation mechanism.

4.2.3 Comparison with lon-Fullerene collisions

For different impact velocities simulations of ion-fullerene collisions (HT,C*, Ar") have been
investigated before in the same velocity range using the NA-QMD approach [32].

The impact energy scale is much different due to the different relative masses in the collision,
HCe0+C60
Art+Cgo

the energy loss differs on the same scale with AE ~ keV for Cgp +Cgoand AE ~ 1071 keV

e.g. the scaling factor is = 20.5 for the heaviest ion Ar™. As a consequence also
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Figure 4.22: Energy absorption as a function of the impact energy for ion-+Cgg collisions (b =
2.0 a.u.) (taken from ref. [32]) and Cgy +Cgg collision (b = 7.5 a.u.) for a fixed

geometry.

for the ion+Cg collisions. However, the impact energy dependence of the energy loss is
very similiar for the heavier ions (C*, Ar") and Cgy +Cgg collisions (Fig. 4.22). We find a
maximum of the energy loss at moderate velocities and a plateau for higher impact energies.
The maximum is related to a strong excitation of vibrational energy whereas the electronic
excitation is very small. In the high-energy regime the electronic excitation dominates.
A clear tendency can be found in the energy characteristics going from the light to the
heavier ions and the Cgg collision partners: The heavier the collision partners are, the more
pronounced is the energy loss maximum. For hydrogen the effect is hidden by the dominating
electronic excitation. Furthermore, the maximum is shifted to higher impact velocities for
the Cgg +Cgo collisions (from v = 0.03 a.u. to v = 0.07 a.u.).

Also the knock-out of single carbon atoms by the projectile can be seen in the ion-fullerene
collisions for high velocities. They have been observed in Art-Cg collision experiments with
impact energies up to 20 keV [227]. However, in Cgy +Cgg there should be far more such

events due to the higher probability of direct atom-atom collisions.



5 QOutlook

In this thesis, we have first of all demonstrated the universality of the ab-initio
NA-QMD theory by applying it succesfully to a broad class of very different non-adiabatic
phenomena in finite atomic many-body systems (molecules, clusters), in particular in laser-
induced as well as in collision-induced processes. In addition, long-standing questions in the
physics of low-energy, i.e. adiabatic fullerene-fullerene collisions, have been clarified with
the help of a astonishing simple analytical collision model, developed on the basis of fully
microscopic QMD-results.

In Chapter 3, laser-induced processes were investigated, in particular the orientation de-
pendence of the ionization of multielectronic diatomics (N2, O) [51], the isomerization of
organic molecules (NoHs) [52] and the giant excitation of the breathing mode in fullerenes
(Ceo) [53]. In the first case, the orientation dependence of the ionization of multielectronic
diatomics (Ny, Og) were studied in the LSDA approximation (Sect. 3.1). Both molecules
show a characteristic orientation dependence of the ionization mainly caused by the differ-
ent outermost electronic orbital (HOMO) in agreement with single active electron theories
(ADK/SFA). However, also other lower-lying orbitals are involved indicating the role of
many-electron effects. In the future, two improvements should be adressed for a more
accurate treatment: Omne point is the use of other exchange-correlation functionals bet-
ter suited for ionization, such as the optimized effective potentials of Krieger-Li-lafrate
(OEP/KLI) [228,229] or the LB94 potential with gradient corrections suggested by van
Leeuwen and Baerends [128,230,231], since it is known that the LSDA functional does not
possess the proper long-range Coulombic tail (—%) The second point is the selection of the
basis functions describing the electron continuum, and related to this, the parameters of the
absorber in the energy space, where up to now no satisfactory and simple procedure has
been found which guarantees convergence.

Besides the photoisomerization of organic molecules (NoHs) in Sect. 3.2, the (non)adiabatic
dynamics of fullerenes was of special interest concerning laser-induced processes (Sect. 3.3)
as well as collision-induced processes (Chapt. 4) [54]. We found that distinct vibrational
modes play a dominant role, the breathing mode for the Cgg fullerene dynamics excited by
high-intensity laser pulses and the oblate-prolate mode in low-energy Cgg-Cgg collisions. In
the case of collisions in the low-energy regime, a simple two-dimensional classical trajectory
model was developed which allows surprisingly to understand (partly quantitatively !) the
underlying collision mechanism for fusion and inelastic scattering.

In the future, a combination of laser- and collision-induced processes can be investigated

regarding the question how the fullerene-fullerene collision process is influenced by the
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laser-induced electronic excitation itself but also by the laser-induced vibrational excita-
tion (breathing mode).

Preliminary calculations have been started showing a reduced fusion barrier (up to
about 60 eV) and an enhanced fusion probability for electronically excited Cgo-Cgo
collisions. These preliminary studies have been done with the same setup as in Chap-
ter 4.1.1 but with an additional laser pulse during the approach phase (total laser duration:
100 fs; 800nm; 4e12 W/cm?; E || collision axis) [56]. Thereby, the Cgg +Cgo system will be
highly electronically excited (170 eV for each fullerene). Since the vibrational response to
the laser excitation takes longer than the collision, the breathing mode does not influence
the collision process. The reduced fusion barrier and enhanced fusion probability can be
understood as a softening of the potential for the nuclei due to the electronic excitation.
Hence, the oblate-prolate mode is also softened (k; |) which results in a smaller fusion
barrier according to the trajectory model (see fig. 4.8). However, these phenomena must be
studied in more detail, in particular with a time delay between laser excitation and collision,
leading possibly to phase effects due to the excited breathing motion of the Cg, cages.

In general, the interaction of fullerenes with laser irradiation will continue to be a topic
of current and future research. For instance, recent experiments show differences in the
ionization and fragmentation of Cgg excited either by linearly or elliptically polarized laser
fields which might be explained by multielectron dynamics effects [232,233|, but have not
been checked theoretically, up to now. This, however, can be done with the present NA-
QMD theory [234]. Another topic, opening a new field of physics, is the excitation with
VUV resp. XUV femtosecond laser fields with tuneable photon energies of several electron
Volts, which will be provided by the free electron lasers (FEL) [235]|. Besides the structure
analysis for biomolecules, the selective excitation of high lying electronic states of organic
molecules or the physics in clusters can be studied, e.g. the energy absorption in atom
clusters [236-239]. So far, the NA-QMD approach has been only succesfully tested for the
H-atom in the VUV range [240]. For multielectron systems, like metallic clusters, further

advancements are necessary.
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A.1 Number of excited electrons in TD-DFT

We shortly describe how we define the number of excited electrons N, in td-DFT. A major
problem is that the many-body wavefunction is unknown within td-DFT. Therefore, we are
dealing only with time-dependent density resp. the one-particle Kohn-Sham orbitals |77 (¢))
which are defined by the time-dependent Kohn-Sham equations (2.17). However, we will
derive a formula which is easy to understand in the one-particle picture by projection to the
adiabatic eigenstates.

If we consider no ionization (no absorber), the total number of electrons

=) N? (A1)

o=",l
with e
Z (W7 (0] v (1)) (A.2)

is conserved. With the time-dependent adiabatic eigenstates |x7) defined by Eq. (2.43) we

can expand the time-dependent Kohn-Sham orbitals in the orthonormal basis |x7(¢)):

o0

7 (t)) = Zcz” xa (1) (A-3)

with the coefficients

i’ (t) = (a0 v (1)) |- (A4)

Inserting (A.3) into (A.2), the total number of electrons is determined by

N oo 00
S 5
a=1

j=1 a=1

with the occupation numbers
N
o jo|2
ng = E }sz } : (A.6)
=1

In the ground state only the lowest orbitals |x?(¢)) with a = 1...NZ are occupied, which

allows us to define the number of excited electrons as:

EZ'C = Z nU ° (A' 7)
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Figure A.1: Comparison of the number of excited electrons N, calculated with the groundstate
Kohn-Sham functions (black) and the adiabatic eigenstates (red). The calculation

W

is done for the excitation of Cgg with a laser pulse (A = 370 nm, I = 3.3 - 103 2

T = 27 fs) as a function of time.

The time-dependent Kohn-Sham orbitals [1/77(t)) as well as the eigenstates |xJ(t)) are

expanded in a local basis set {®,} with NN, basis functions:

Ny

[0 (1)) = D al () |®a(t)) (A-8)

a=1
Ny

Xa (1) =Y b (1) [@s(2). (A.9)
a=1
Inserting (A.8) and (A.9) into (A.4) the following equation for the occupation coefficients

in basis expansion can be derived:

Ny

cr(t) =) 0 (t) ai(t) Sas(t) (A-10)
af
with the overlap matrix S,s(t) = (P (t)| ®5(t)). Note, that due to the basis expansion the
number of eigenstates |x7(t)) is also finite (@ = 1...Ny).

An alternative definition of the number of excited electrons is possible, using the ground-
state Kohn-Sham functions at the current position R(t) (see Eq. (2.14)) rather then of the
adiabatic eigenstates |x7). However, calculating the ground state is more time-consuming
due to the iterative loop and the numerical results for N.,. are very similiar for our pur-
pose here. As an example, the resonant laser excitation of Cgis shown in Fig. A.1 (see
Chapter 3.3). After the laser excitation more than 20 electrons of the 240 valence electrons

are excited, but due to relaxation processes a decrease in time can be seen within 250 fs.
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Figure A.2: (Left) Two dimensional ELF distribution of argon calculated with Hartree-Fock. The
nucleus is located in the middle. (Right) Comparison of the radial ELF distribution

of argon for a Hartree-Fock and a LDA calculation.

However, there is no big difference between the projection scheme using the adiabatic eigen-

functions resp. the ground state eigenfunctions.

A.2 Visualization of the electron dynamics

A.2.1 The electron localization function (ELF)

In physical chemistry different intuitive concepts emerged, i.e. the atomic shell structure
or chemical bonding. In most cases the electron orbital picture will be used to describe
the concepts. However, the orbitals are not uniquely defined and can be changed by any
unitary transformation. The density itself provides no clue to the characteristics of the
bonds in most cases. To distinguish covalent bonding types like single or double bond, the
purpose is to find a suitable physical property, invariant against a unitary transformation
of the orbitals. For example, the Laplacian of the density was successfully used to display
the atomic shells in light atoms, but failed for heavier atoms beyond the period row with
many more shells (see in ref. [57]). A basic concept in chemistry is the electron pairing of
electrons with opposite spin and was introduced by Lewis in 1916. However, the electron
density itself does not show any features of such bonding. For atoms/molecules in the ground
state a electron localization function was suggested by Becke [57]. A time-dependent version
was proposed in [241,242] with an additional term depending on the current density. To
define the electron localization function, a formula was derived for the probability to find

an electron with equal spin near a reference electron sitting at position r and time ¢:

2 1(Vpo(r, 1) jo(r.t)
4 po(rt)  pe(rt)

Do(r,t) = Z Vo (r, )| (A.11)
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with the spin density p, and the spin current density

N

Z[Qﬁo‘(r? f})V(bw(I', t) o ¢io(r7 t)ngfO(I‘, t)] (A'12)

i=1

1

j0<r7 t) = 2_2

The electron localization function is defined by an inverse transformation as
1
fELF(r;t) = T (A13)
1+ (Z68)

with kinetic energy density of a homogeneous electron gas

DR(r, 1) = 5 (6m)’ pd (A.14)

as the reference system. According to the definition the dimensionless electron localization
function is restricted to values 0 < frpp(r,t) < 1. The upper limit fgpp(r,t) = 1 corre-
1

sponds to perfect localization, whereas frpr(r,t) = 5 corresponds to the electron-gas-like

pair probability.

We have tested the ELF implementation with the nobel gas argon. The results, depicted
in Fig. A.2, are in good agreement with the values in the literature [57]. The 3 shells
(ELF~ 1) can be identified easily (red color in the 2D plot). The Hartree-Fock and the
LDA calculation do not show big differences as expected since it is known that the influence
of the chosen method is small. Only the first shell can not be displayed in the LDA result,
because we have used the frozen core approximation for the 1s electrons and excluded these

electrons from the ELF calculation.

A.2.2 The dimers Ny, and O,

For the molecules the structure of the ELF is more complicated, resulting in a more difficult
interpretation. However, arguments have been developed to distinguish bonding types based
on the topological analysis of the ELF in 3D [58,243]. The gradient field and the scalar ELF
itself are used to find different types of attractors, f-localization domains, core resp. valence
basins as well as basin populations. All these are used to define bonding types. As a first
example we show some results for the dimer nitrogen Ny. The triple bond in nitrogen is
characterized by the maximum of the ELF between the nuclei (Fig. A.3). As one can see on
the right part, the density does not show such a pronounced increase. The ELF distribution
of oxygen (O,) is plotted in Fig. A.4. Tt differs remarkably from the nitrogen dimer, since
the electronic structure is a triplet state with the highest occupied orbital related to 7

symmetry.
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Figure A.4: (Left) The same as in Figure A.3 for Oq
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Figure A.5: (Left) The isosurfaces of Cgp for fprr = 0.8 (red) and frrp = 0.5 (blue) (Cgo -cage
in green). (Right) Cut of the ELF and of the density between two carbon atoms for
the as and ag bond.

A.2.3 The C4 molecule

Cego is a non-aromatic molecule with 180 ¢ and 60 = electrons. In Cgy two different bonds
exist: 30 pentagonal edge bonds as (double bonds) and 60 hexagon-hexagon edge bonds
ag (single bonds) with different bond length. In Figure A.5 the isosurface for frpr = 0.8
is displayed. The highest electron localization is concentrated between the carbon atoms
as expected. Furthermore, it is elongated in radial direction. The ELF isosurface for both
bonds is very similiar but with some smaller volume for the pentagonal edge bond. In the
1D plot of Fig. A.5 also no remarkable differences of the electron localization respectively of
the density can be seen between the two bonding types. This has also been found in other
calculations using a grid-based implementation for the td-DFT method [242].

So far, only examples of the electronic ground state have been presented. Now, we show a
time-dependent example of the laser-induced dynamics of the electrons with moving nuclei.
The laser parameters correspond to a resonant excitation as used in Chapter 3.3.3 and
excite the breathing mode. As one can see, the electron structure will be changed due to
the laser excitation (Fig. A.6). Finally (snapshot at ¢ = 56 fs) the electron localization
is also concentrated outside the cage above the carbon atoms, indicating the weakened or
totally broken double bonds.
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Figure A.6: Electronic excitation of Cgy with a blue, resonant laser (T" = 27 fs). The laser
polarization direction is from lower left to upper right. Snapshots of the distribution
in a plane resp. isosurface for the ELF (fgrr = 0.8) (first row), and of the electron
density (second row) for a time ¢t = 0 fs (left), ¢t = 36 fs (middle) and ¢ = 56 fs
(right). (Bottom) Radius, total and electronic excitation energy and number of
excited electrons as a function of time. The broken lines indicate the time of the

snapshots.
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B.1 Normal mode analysis

Definition of the normal modes

Suppose, we have a molecular system with the total energy
E = Eppn + V() (B.1)

with the kinetic energy of the nuclei

Eyin =Y " i (B.2)

i=1
and the electronic ground state potential V depending on the nuclear positions
Z = (x1,...,23y) of N nuclei. For small displacements, ¥ = &, + ¥, near the energeti-
cal minimum configuration (Zy) the potential V can be approximated by a taylor series

truncated at the second order term

V(Zo +9) = +Z

T=%o

8:1728:5 j

By scaling the positions y; = /m;y; the masses m; vanish in the kinetic energy term. Then,
by solving the eigenvalue problem

Z Vz‘jfnj = Wifm (B-4)

92V (%) 1 . . . nd . .
with Vi; = 5— 05, |5, VTS we get the vibrational eigenmodes &,, with the eigenfrequencies w,
(n=1...3N). The most time-consuming task is the calculation of the symmetric Hessian
matrix V;;. It needs the ground state energies for at least 4 w positions if we use
the simple four point algorithm for the (mixed) second partial derivative:

(B.5)
In principle, a further reduction of the number of matrix elements is possible if additional
molecular symmetries would be taken into account. This means for Cgy with 180 degrees
of freedom that more than 65000 ground state energies had to be computed.
For a nonlinear molecule the first six eigenmodes with the lowest eigenfrequencies near
zero are related to the translation and the rotation of the entire system. The remaining

3N — 6 eigenmodes are the inner vibrational modes which we are interested in.
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Decomposition of the kinetic energy

To investigate the vibrational excitation of a molecule a criterion must be chosen to quantify
the strength of the distinct eigenmodes. Therefore, we switch from the cartesian coordinates

x; to the eigenmode coordinates 7,. The transformation
Z Uzn vV 1y - sz) (B6)

is performed by virtue of the unitary matrix U (UT = U~!) composed of the eigenmode
vectors &,, defined in (B.4):

= (51 . -§3N> : (B.7)
The elements of 77 are the amplitudes of the different eigenmodes with respect to the equi-
librium position.
The potential energy itself is only a suitable quantity for small displacements from the equi-
librium position. In that case we can distinguish the potential energy for each eigenmode

V,, and the total potential energy is given by
V(i) = +ZV V(i +Z—”n2 (B.8)

But the potential energy cannot be decomposed into the normal modes for larger amplitudes,
where the harmonic approximation fails and coupling between the normal modes occurs due
to higher order terms (Eq. (B.3)). In contrast, due to the quadratic velocity dependence,
the kinetic energy of the nuclei Fj;, can always be expanded as a sum over the normal

modes

Ekin Z mb (Bg)

with the kinetic energy of the nth vibrational eigenmode

2
n _Th

= I B.10
vib 2 ( )

The kinetic energy FEj;, without the three translational and three rotational modes is called
the vibrational energy FE, ;.

In the molecular dynamics calculations the system is often strongly deformed and far away
from the equilibrium state. Therefore, we employ the kinetic energy of the eigenmodes to
analyze the vibrational excitations. The approach was applied succesfully for the investiga-
tion of the vibrational relaxation in charged and electronically excited Cgy by Zhang and
coworkers [185,186, 188].

The vibrational mode analysis is done by transforming the cartesian coordinates used in the
molecular dynamics calculations to the vibrational coordinates with Eq. (B.6) and calculat-

ing the kinetic energy E,, of each vibrational mode with Eq. (B.10).
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Figure B.1: The periods for all vibrational modes of Cgq .

B.2 Normal modes of Cg

The buckyball molecule has 174 intramolecular modes with a wide range of vibrational
periods T between 20 fs and 120 fs. A general survey can be found in section 11 in the book
of Dresselhaus [165] where the modes are categorized by their symmetry properties.

In Figure B.1 we show the vibrational spectrum calculated with our DF'T code. Various
kinds of modes can be distinguished, which are not easy to depict due to their complicated
structure. A selection of the eigenvectors of all modes with A, and H, symmetry is shown
in Fig. B.2. The modes with the highest symmetry are the (non-degenerate) A, modes: the
so-called breathing mode A,(1) (T=67 fs) and the pentagonal pinch mode A,(2) (T=20 fs).
In both cases the icosahedral symmetry [}, of the equilibrium configuration is conserved. The
breathing mode changes only the Cgy diameter, whereas the pentagonal pinch mode A/(2)
involves tangential atomic displacements leading to a change of the ratio of the pentagonal
edge length to the hexagon-hexagon edge length.

The H, modes have much lower symmetry and are degenerate with five eigenvectors for the
same eigenfrequency. The most interesting mode is the oblate-prolate mode H,(1) with the
lowest frequency (experimental value in [223,244]: 273 cm™' = 122 fs). Some snapshots
of one of the five H,(1) vibrations are displayed in Figure B.3 showing the change between
the oblate and prolate geometry. More generally, two groups of vibrational modes can be
distinguished. The vibrational modes with radial atomic displacements have in most cases
smaller frequencies than modes with tangential atomic displacements.

The periods of the vibrational modes, calculated here with the local density approximation
(LDA) and the minimal basis expansion, will be underestimated by 5 % in comparison with
the experimental results. For instance, we find a period of 64 fs (exp.: 67 fs) resp. 116 fs
(exp.: 122 fs) [223,244] for the breathing mode A,(1) resp. for the oblate-prolate mode

Hy(1).
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Figure B.2: The eigenvectors with A, and H, symmetry of Cgg indicated by arrows for the nuclear
displacements. Note, that the H, modes shown here are not uniquely defined due

the fivefold degeneracy.

Figure B.3: The oblate-prolate mode H,(1) of Cg for half a cycle.
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C.1 Classical trajectory model for asymmetrical

fullerene-fullerene collisions

Here, we show the analytical results for the classical trajectory model consisting of two inter-
acting springs (see Eq. (4.8)). For the exit channel the EOMs cannot be solved analytically.
Therefore, the full dynamics is always calculated numerically using a Runge-Kutta method.
However, in the entrance channel the interaction is harmonic which allows us to solve
the problem in principle analytically. Here, we show the general case of two different
springs as well as the special case of identical springs which corresponds to Cgy +Cyq resp.
Ceo +Cgo collisions.

In the entrance channel the EOMs (Eq. (4.8)) are reduced to a system of coupled linear

ordinary differential equations (ODE) of second order (w* = £, w? = %)
R=—w? (R—0.5 (D + Dy) — diy) (C.1)
D; = —w? (D; — D) + w® (R—0.5 (D1 + D) — diny) (C.2)

or to linear ODEs of first order:

R 0 0 1 00 R
D, 0 0 0 010 D,
d | D 0 0 0 0 01 D
212 = , . o N (C.3)
dt | B —w o < o0 o0f||R
D2 w2 —%2 —(W2+%2) 000 D2
SN— A :4, /

The transformation R — R — 0.5 (Dy + D3) + dini, D; — D; — D? has been performed to
eliminate the inhomogenities in (C.1),(C.2). The eigenvalue equation |[A — A | = 0 gives

3
A+ (w4 wi+2w?) M+ (wf ws + 3 w? (W? + wg)) M+ w? ws w? = 0. (C.4)

By means of the substitution A = \? we arrive at a cubic equation which can be solved by
using Cardano’s equations. Three pairs of pure imaginary eigenvalues A\, = +i ); with
the eigenfrequencies €2; (€, € R} ) occur. Even the analytical solution of the eigenvalues is
very complicated and not shown here. In principle, the eigenvectors can be calculated with

the help of the eigenfrequencies €);. However, the analytical solution of the eigenvectors
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will be even more complicated. Alternatively, we calculate the eigenfrequencies €2; and the
eigenvector matrix U numerically. With an exponential ansatz for the general solution using
the eigenvalues \;1 and the eigenvectors Uj. the problem can be solved.

For the initial conditions (going back to the original coordinates)

R(0) = djny + 0.5 (D + DY), R(0) = v (C.5)
D1(0) = D?, Dy(0)=0 (C.6)
D5(0) = D3, Dy(0) =0 (C.7)
the final solution is given by
3
R(t) =) ajsin (Qt) + diny + 0.5 (DY + DY), (C.8)
j=1
3
Dy(t) = bjsin (Q;t) + DY, (C.9)
j=1
3
Dy(t) = " cjsin (Q;t) + DY, (C.10)
j=1
The coefficients Aj = (a;, b;, ¢;) are defined as
Aj=—-2%(¢;) R(Ty,)  j=1...3 (C.11)

with fJ'H composed from the first three components of the eigenvector Uj, and with the

coefficient ¢; defined by the system of linear equations for the initial conditions:

with xo = (0,0,0,v,0,0)". (C.13)
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C.2 Analytical solution for symmetrical

fullerene-fullerene collisions

In the case of identical springs (w = w; = wy, DY = DY = DY), the problem is simplified by
setting D = Dy = D,. The system of ODEs is reduced to four equations

R 0 0 1 0 R
d | D 0 0 0 1 D
217 = i C.14
dt | R —w? w? 00 R ( )
D w? —(W4w?) 0 0/ \D
A

As in the general case mentioned above, the eigenvalue equation |[A — X\ I| = 0 has to be

solved, which gives the fundamental eigenfrequencies of the system (k = k—kl = 2“}32):
Dp=w \//{+1i\/ﬁ2+1:wf1/2(,%). (C.15)
The solution R(t), D(t) for the initial conditions
R(0) = D° + d;p;, R(0) = (C.16)
D(0) = D°, D(0) =0 (C.17)
is
2
R(t)=v Y ajsin (Qt) + D+ din, (C.18)
j=1
2
D(t)=v Y bjsin(Qt) + D° (C.19)
j=1
with the amplitudes
Gp— — (1 (C.20a)
2T Ji/2(k) K2+ 17 '
1 1
(C.20b)

byjg = .
V2 :FQ fip(k) VE2+1
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