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1. Introduction
The development and characterization of new light sources is a major issue in optics,
since the advancement of technology continuously provides new areas of application.
Light is indispensable for atomic and molecular spectroscopy, imaging in biology and
chemistry, modern communication and media technology.
A historical milestone was the development of the Light Amplification by Stimu-

lated Emission of Radiation (LASER) in 1960 [1]. LASERs stand out due to providing
monochromatic and over long distances coherent light. Although available for a broad
range of wavelengths ranging from the x-ray regime via the ultra-violet and visible to
the far infrared region, the operating frequency is determined by the energy difference
of the used lasing transition. However, situations occur, where the desired frequency
does not match any available lasing transition or where a broad frequency band of the
electromagnetic spectrum is needed. For matching specific requirements, the tasks of
tuning the operating frequency, broadening the spectrum or generally shaping the laser
pulse naturally arises. For that purpose, the interaction of the laser light from a stan-
dard source with a medium can be exploited. In particular, applying high-intensity,
ultra-short pulses renders the laser-matter interaction nonlinear, which provides a rich
variety of physical effects we can utilize for pulse engineering. Among the available
media gases excel, since the strength of the interaction can easily be adjusted on large
scales by varying the gas pressure and no permanent material damage can occur.
The accurate modeling of laser-matter interaction is highly complex, and is usually

approached from two sides. On the one hand side, one focuses on the exact description
on the laser light and handles the medium in an approximate manner. Vice versa,
one can consider the laser light as given external input and concentrates on the exact
modeling of medium. The two approaches are referred to as optical and atomic physics
approach, respectively.
When coming from the optics side, the electro-magnetic laser radiation is described

by Maxwell’s equations. These can model light propagation in matter, provided that
(macroscopic) material equations for a (gaseous) medium are introduced in the de-
scription. These material equations describe how the considered medium responds to
a present light field. For low intensities the response is linear in the applied filed, while
for high-intensity pulses this response is characterized by a nonlinear dependency on
the applied field. Both, the linear and nonlinear dependency are due to the electronic
response of the gas atoms to the light field. In general, the medium response can
be distinguished between the response of bound and ionized electrons. Within the
framework of Maxwell’s equations, the polarization accounts for the response from the
bound electrons. The polarization is usually modeled by a perturbative expansion of

1



1. Introduction

the response into terms of the applied field, which underlines its approximate char-
acter. The response of ionized electrons is accounted for by inclusion of an electric
current, whose description often is on a macroscopic, phenomenological level. The
combination of Maxwell’s and the material equations then describe laser light propa-
gation in media. The simultaneous solution of Maxwell’s and material equations can
only be performed numerically in most cases.
Approaching laser matter-interaction from the atomic physics side neglects any

propagation of the laser light and assumes a fixed spatio-temporal distribution. The
medium is exactly described performing the modeling on the quantum mechanical
level. If one is interested in the electronic response, the time dependent Schrödinger
equation for the electronic wave function with the laser as external time-dependent
potential is solved. Depending on the medium, one usually deals with many electron
systems and obtaining the electronic wave-function is only numerically possible.
In this thesis, we investigate laser-matter interaction from the optical as well as from

the atomic physics side. Chapter 3 and 4 are devoted to the optical description of
nonlinear propagation of laser light in gases, where we explore optical nonlinearities to
generate new light sources. There, Chapter 3 is dealing with an optical response which
originates from ionized electrons and Chapter 4 utilizes a bound electron response. In
contrast, Chapter 5 uses the atomic physics approach in order to exactly model the
medium response from bound as well as from ionized electrons. This distinction defines
the three major parts of this thesis.
The first major part deals with the generation of THz radiation, with frequencies

of 1012 . . . 1014 Hz lying between the infrared and microwave region of the electro-
magnetic spectrum. These frequencies correspond to wavelength of 0.02..2 mm and
photon energies on the order of meV. The position of THz frequencies in the electro-
magnetic spectrum provides desired features for a broad range of applications. In
particular, the development of nonlinear and time-domain THz spectroscopy [2–4]
provided the possibility of nondestructive material imaging. The THz imaging is in-
dispensable in chemistry, where the characteristic spectral features of many materials
in the THz regime are used to determine chemical substances including, e.g. narcotics
or explosives [5,6]. In biology THz radiation is used for analyzing human skin tissue [7]
or probing bio-molecules [8]. Furthermore, remote sensing of aerosols in the atmo-
sphere involves THz radiation [9,10]. The numerous ways to generated THz radiation
include the THz quantum cascade laser [11], photo-conductive switches [12], optical
rectification in second-order nonlinear crystals [13–16] and conical emission from laser
filaments [17]. These generation mechanisms feature a serious disadvantage: the ob-
tained THz field amplitudes are limited due to saturation or damage of the material
for high intensities. Setups in gaseous media avoid these difficulties, since for high
intensities the gas is just ionized and we deal with a plasma. In preformed plasmas,
mechanisms for THz generation were proposed, which exploit ponderomotive forces
on the relativistic electrons [18] or excite plasma oscillations [19]. However, another
mechanism in gases stands out, since it provides comparably high THz amplitudes up
to 100 MV/m and spectral widths of 100 THz. By focusing an ionizing two-color laser
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consisting of an optical fundamental and its second harmonic into a gas, Cook et al.
showed that the second frequency is crucial for the observation of THz radiation [20].
Thus THz generation was interpreted as an optical rectification process, where both
frequencies sum up to THz frequencies via a third order Kerr nonlinearity [21–24].
The for a Kerr nonlinearity unexpected scaling of the THz field amplitude [25] and
the demonstration that a Kerr nonlinearity is much to small to explain the observed
THz field strength [26] render the rectification process unlikely. The observation of
a threshold for THz emission [22, 27] that corresponds to the onset of plasma forma-
tion along with the measurement of a plasma current [28] revealed the photo-current
mechanism as the source for THz radiation [22,27–31]. In the photo-current setup, the
input field ionizes the gas and accelerates the newly born electrons. The accelerated
electrons constitute a current, which features a low frequency component in the THz
regime due to the temporal asymmetry of the two-color input field. That current in
turn emits the THz radiation. A detailed analysis and the development of a model
describing this mechanism for THz generation is the aim of Chapter 3.
The second major part explores the possibility of laser self-compression in gases. In

order to obtain short temporal structures a broad extension in the spectral domain is
required. Additionally, one has to ensure a flat spectral phase; only then all frequen-
cies contained in the pulse contribute at the same time. Thus for the compression of a
given pulse, one has to broaden its spectrum and adjust a flat spectral phase. Among
other compression schemes, such as using frequency conversion in filaments [32] or
cascading quadratic nonlinearities [33–35], a convenient setup consist of coupling the
initial pulse into an optical fiber, which guides the light [36]. Then the spatially trans-
verse distribution of the light is determined by the excited mode of the fiber and one
deals with purely temporal dynamics. For enlarging the spectrum, one employs the
spectral broadening ability of self-phase modulation (SPM) by the optical Kerr effect.
The strength of this third order effect is determined by the value of the Kerr coeffi-
cient n2 which depends on the employed medium and wavelength. Nevertheless, one
obtains a varying spectral phase, which can be accounted for by shining the spectrally
broadened light on chirped mirrors or diffractive gratings as in Reference [36]. An
elegant alternative uses another nonlinear effect for dealing with the spectral phase:
The group velocity dispersion (GVD) characterized by the coefficient k2 also imposes
a spectral phase on the pulse, which can be used to cancel the phase obtained from
SPM [37]. For that, different signs of the coefficients n2 and k2 are required. For
the usually employed wavelength the Kerr coefficient is positive n2 > 0 and the GVD
coefficient is negative k2 < 0. However, coupling the input pulse in and out the fiber is
complicated and comes along with loss in energy and limitations in the applied inten-
sity, which has to stay below the damage threshold of the fiber (-windows). Therefore,
the compression is desired to be handable in bulk gases. Then, one faces a serious
problem: For the usual situation of n2 > 0 and k2 < 0 one encounters the transverse
spatial collapse [38] of the input beam due to the refractive index variations introduced
by n2 if the power of the input pulse exceeds a critical value [39,40,40]. The collapse
can be avoided under the (exotic) condition that n2 < 0. For successful compression
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1. Introduction

then k2 > 0. Indeed such configurations can be found near resonances, e.g. in xenon
for λ = 250 nm [41]. Close to resonances however, the for spectral broadening required
Kerr coefficient n2 becomes strongly frequency dependent [42]. This dispersion chal-
lenges the compression scheme, which is demonstrated successful for a constant n2 for
all frequencies in the pulse. Thus, the aim of Chapter 4 is to analyze the influence of
such an dispersive n2 on the performance of the pulse compression mechanism [43,44].
The third major part follows the atomic physics approach and aims at an exact de-

scription of nonlinear medium responses to an external laser. An exact description is
crucial to explain a broad range of physical effects. For example, ionization of atoms,
sum and difference frequency generation, spectral broadening due to self phase mod-
ulation, soliton formation and beam collapse are phenomena, which we encounter in
the first and second major part of this work [43,45–47]. There, for low laser intensities
the response of the medium is due to the bound electrons, which induce a polariza-
tion. The perturbative treatment of the response consists in the usual expansion of
the polarization into a Taylor series in terms of the applied field amplitude. For low
field strength a truncation after the first nonlinear term is justified. We deal with a
centrosymmetric, homogeneous gas, thus all even order terms vanish, rendering a third
order nonlinearity the lowest nonlinear order. Apart from, e.g. third harmonic genera-
tion, the famous optical Kerr effect is a consequence of a third order nonlinearity. The
Kerr effect introduces an intensity dependence of the refractive index n = n0 + n2I,
which leads to difficulties when modeling laser propagation in two or more transverse
spatial dimensions. For increasing intensity, the refractive index formally diverges
for n2 > 0. Such an unphysical behavior contradicts observations, e.g. of laser fila-
mentation [39,48–51], where a saturation of the refractive index is mandatory for their
formation [50]. For describing the saturation of the refractive index one can follow two
approaches. First, for high enough intensity the medium gets ionized. The generated
electrons cause a contribution to the refractive index with a negative value [52], thus
eventually stopping or even canceling the Kerr contribution. On the other hand, one
can argue that for increasing intensity the perturbative expansion of the polarization
should include higher order terms [53, 54]. Indeed, recent measurements of higher or-
der Kerr terms n2iI

i, which meet the requirement of being negatively valued in order
to saturate the refractive index, support this possibility [55,56]. The disclosure of the
physical nature of the saturation of the refractive index was attempted earlier [57–59],
but a definite answer is still missing, as underlined by the still ongoing controversy
in modeling filamentation [60, 61]. Our goal in Chapter 5 is to reveal the physical
mechanism for the saturation of the refractive index.
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2. High Intensity Laser Pulse
Propagation in Optically
Transparent Media

In this chapter we review the derivation of basic equations, describing the propagation
of laser pulses in nonlinear media. By doing so, we introduce fundamental expres-
sions that reoccur repeatedly throughout this work and are the common basis for all
chapters.

2.1. From Maxwell’s to wave equation
The propagation of light through a (nonlinear) optical medium is described by the
macroscopic Maxwell’s equations

∇ ·D = ρf , (2.1)
∇ ·B = 0, (2.2)

∇× E = −∂B
∂t
, (2.3)

∇×H = Jf + ∂D
∂t

, (2.4)

where the electric induction D, the electric field E, the magnetic induction B, the
magnetic field H, the free charge density ρf and the free current density Jf are all real
valued, because being physical quantities. Assuming a nonmagnetic medium B = µ0H
and the material to be polarizable in the sense that D = ε0E + P leads to a wave
equation in a form that is often used as starting point for further calculations

∇2E = µ0
∂Jf

∂t
+ µ0ε0

∂2E
∂t2

+ µ0
∂2P
∂t2

+∇ (∇ · E) . (2.5)

We introduce the Fourier domain by the transformations

F̂ (ω) =
∫

dtF (t) eiωt, (2.6)

F (t) =
∫ dω

2π F̂ (ω) e−iωt (2.7)
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2. High Intensity Laser Pulse Propagation in Optically Transparent Media

for further convenience.
The response of the medium is expressed by Jf for the free electrons, while the

polarization P models the response of the bound electrons. For frequencies far from
any material resonances it is possible to express the polarization P̂ in a power series
in Ê: P̂ = P̂(1) + P̂(3) + P̂(5) + . . ., P̂(j) ∼ Êj, where all contributions of even power in
Ê vanish due to inversion symmetry in centro-symmetric media. In general, jth order
of P is proportional to the jth order susceptibility tensor χ(j):

P̂µ =ε0
∑

α1,···αj

∫
· · ·

∫
χ(j)
µα1,···αj (−ωσ;ω1 · · ·ωj) (2.8)

× Êα1 (ω1) · · · Êαj (ωj) δ (ω − ωσ) dω1 · · · dωj (2.9)
ωσ =ω1 + · · ·ωj (2.10)

We refer to P̂(1) = P̂Lin as the linear polarization and to the remainder P̂NL =
P̂(3) + P̂(5) + . . . as the nonlinear part. Note that such a power series expansion
is an approximation for the polarization only and we refer the reader to Section 5 for
a detailed discussion on the applicability of Equation (2.8).
We consider isotropic media and linearly polarized light E = Exex → E, therefore

the tensor χ(1) reduces to its diagonal elements and the linear polarization simplifies
to

P̂Lin (ω) = ε0χ
(1) (−ω;ω) Ê (ω) , (2.11)

which leads together with the nonlinear part to P = Pxex → P only having contribu-
tions parallel to the input field. We introduce the wave number k(ω) and the dielectric
function ε(ω)

k (ω) = ω

c

√
(1 + χ(1) (−ω;ω)) = ω

c
ε(ω) (2.12)

with the speed of light c and express Equation (2.5) in Fourier space(
∇2 + k2 (ω)

)
Ê = −iµ0ωĴf − µ0ω

2P̂NL, (2.13)

where we neglected ∇ · E. ∇E = 0 is justified in the following for the setups under
consideration in Section 4 and 5.
We have

D = ε0E + P, P = PLin + PNL, (2.14)

thus
∇ · E = ∇ ·D−∇ ·PLin −∇ ·PNL

ε0
. (2.15)

In Section 4 we deal with neutral atoms, which justifies ρf = 0. Although we consider
a (partially) ionized gas in Section 3, the overall charge is zero and the gas is neutral.
This absence of free charges ρf = 0 leads to ∇ · D = 0 for both cases, and for

6



2.2. Forward wave equations

homogeneous media we arrive at

∇ · Ê = −∇ · P̂NL

ε (ω) ε0
(2.16)

in Fourier space. For Section 4 and 5 we assume a third order nonlinear polarization
P̂NL = P̂(3), which reads for linearly polarized light (P̂NL = P̂NL,xex → P̂NL) in
isotropic media

P̂NL (ω) =ε0

∫∫
χ(3) (ω;ω − ω1 − ω2, ω2, ω1, ) (2.17)

× Ê (ω1) Ê (ω2) Ê (ω − ω1 − ω2) dω1dω2.

In each Section, we include a specific χ(3). In particular in Section 4 we deal with
frequencies close to a material resonance and a specialized χ(3) has to be included to
account for contributions from the resonance. For an instantaneous, i.e. dispersionless
χ(3) the nonlinear polarization mainly contributes to the central frequency ω0, since
contributions accounting for third harmonic generation 3ω0 appear with phase mis-
match k(3ω0) 6= 3k(ω0), thus cancel upon propagation. In time domain, the third
order polarization Equation (2.17) simplifies to

PNL(t) = 3ε0χ
(3) (−ω0;−ω0, ω0, ω0)E(t)3. (2.18)

Due to the quasi linear polarization of our light |Ex| � |Ey,z|, it is sufficient to show
|∇E| � |∂xEx| = |∂xE|. Again using the homogeneity of the medium,

∣∣∣∇ · E∣∣∣ =
∣∣∣∣ 3
ε(ω0)χ

(3) (−ω0;−ω0, ω0, ω0)
∣∣∣∣ · ∣∣∣∣∂xE(t)3

∣∣∣∣ (2.19)

≤
∣∣∣∣ 3
ε(ω0)χ

(3) (−ω0;−ω0, ω0, ω0)
∣∣∣∣3|E(t)|2

∣∣∣∣∂xE(t)
∣∣∣∣ (2.20)

�|∂xE(t)| (2.21)

for typical values χ(3)|E(t)|2 ≈ 1 × 10−5 in Section 3 and χ(3)|E(t)|2 ≈ 1 × 10−6 for
Section 4 (see Table 4.2) for peak values of |E(t)|.

2.2. Forward wave equations
For the solution of Equation (2.13) it is justified in many situations to consider for-
ward propagating fields only. Then, the forward direction is given by the propagation
direction of the laser pulse, which we here assume to be the positive z ≥ 0 direction.
It is convenient to split

∇2 = ∂2
z + ∂2

⊥, (2.22)
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2. High Intensity Laser Pulse Propagation in Optically Transparent Media

where ∂⊥ = ∂2
x + ∂2

y denotes the derivatives with respect to transverse coordinates
which are responsible for diffraction. Equation (2.13) now reads(

∂2
z +∇2

⊥ + k2 (ω)
)
Ê = −iµ0ωĴf − µ0ω

2P̂NL, (2.23)

which is the starting point for two approaches modeling forward propagating fields.
These are described in the following.
For the first approach, we decompose the electric field Ê into a forward and backward

propagating part
Ê = Û+e

ik(ω)z + Û−e
−ik(ω)z. (2.24)

For |k⊥| � |k(ω)|, that is for transverse wave numbers much smaller than longitudinal
ones and for small nonlinearities on the r.h.s. of Equation (2.23), the backscattered
part U− is negligible [62]. We introduce forward and backward propagators

D̂ (ω)± = ∂z ∓ ik (ω) (2.25)

and rewrite Equation (2.23) to

D̂ (ω)+ D̂ (ω)− Ê = −∇2
⊥Ê − iµ0ωĴf − µ0ω

2P̂NL. (2.26)

The backward operator D̂ (ω)− reads

D̂ (ω)− Ê = (∂z + ik (ω)) Û+e
ik(ω)z = eik(ω)z

(
∂zÛ+ + 2ik (ω) Û+

)
. (2.27)

We apply the so-called paraxiality assumption |∂zÛ+| � |ik (ω) Û+|, which holds if Û+
does not vary significantly on propagation distances∼ λ = 2πc/ω. After neglecting the
small contribution ∂zÛ+ we end up with the so-called forward Maxwell equation [63]

∂zÊ = i

2k (ω)∇
2
⊥Ê + ik (ω) Ê − µ0

2k (ω)
(
ωĴf − iω2P̂NL

)
. (2.28)

The second, more general approach [64] decomposes Equation (2.23) into modal
fields

Ê = Û+e
i
√
k2(ω)−k2

⊥z + Û−e
−i
√
k2(ω)−k2

⊥z, (2.29)

where k2
⊥ = k2

x + k2
y and assumes the nonlinearity on the r.h.s. of Equation (2.23) to

be completely determined by the forward propagating part of Ê. Then, with similar
forward and backward operators

D̂⊥± (ω) = ∂z ∓ i
√
k2 (ω)− k2

⊥ (2.30)

and again keeping only the governing forward part Û+e
i
√
k2(ω)−k2

⊥z, one arrives at the

8
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unidirectional pulse propagation equation (UPPE) [64]:

∂zÊ = i
√
k2 (ω)− k2

⊥Ê −
µ0

2
√
k2 (ω)− k2

⊥

(
ωĴf − iω2P̂NL

)
(2.31)

For |k⊥| � |k(ω)| Equation (2.31) is identical to the previously derived forward
Maxwell Equation (2.28).

2.3. Co-moving reference frame
Since it is convenient for numerics, we go over from our fixed reference frame (z, t, F )
to a co-moving time frame (z′, τ, F ′), defined by

τ = t− k1z (2.32)
z′ = z (2.33)

F ′ (z′, τ) = F (z, t) , (2.34)

where k1 originates from the Taylor expansion of the linear dispersion k(ω) around
the center frequency ω0

k (ω) = k0 + k1

1! ω̄ + k2

2! ω̄
2 +D, D =

∑
n=3

kn
n! ω̄

n, (2.35)

where
ki = ∂ik (ω)

∂ωi

∣∣∣∣
ω0

, ω̄ = ω − ω0. (2.36)

Since vg = 1/k1, the new time frame moves with the group velocity vg along the
positive z-direction. The fields in Fourier space are connected via

F̂ (z, ω) = F̂ ′ (z′, ω) eiωk1z (2.37)

and the differential operators obey

∂z = ∂z′ − k1∂τ , ∂t = ∂τ . (2.38)

After skipping the ′ for brevity, the forward Maxwell Equation (2.28) is written as

∂zÊ = i

2k (ω)∇
2
⊥Ê + i (k (ω)− k1ω) Ê − µ0

2k (ω)
(
ωĴf − iω2P̂NL

)
. (2.39)

This is the starting point for the derivation of a fundamental propagation equation in
the next section.

9



2. High Intensity Laser Pulse Propagation in Optically Transparent Media

2.4. Slowly varying envelope and complex
representation of the electric field

For configurations, where the electro-magnetic radiation is limited to a small frequency
window around a central frequency ω0, a significant simplification in Equation (2.39)
can be achieved. We split the electric field into a plane wave with central frequency
ω0 and the corresponding wave number k (ω0) = k0 and the remaining envelope U

E (z, t) = U (z, t)
2 eik0z−iω0t + c.c. (2.40)

Then, U (z, t) is slowly varying in z and t when compared to eik0z−iω0t. The intensity
I is defined as temporal average of the absolute value of the pointing vector, which
here is given by S = ε0c|E(t)|2. Thus

I =ε0c
〈
|E|2

〉
t

(2.41)

=ε0c

4
〈(
U (z, t)2 ei2(k0z−ω0t) + 2|U (z, t)|2 + U∗ (z, t)2 e−i2(k0z−ω0t)

)〉
t

(2.42)

=ε0c

2 |U (z, t)|2, (2.43)

where ∗ denotes the complex conjugate and we exploited the time average in the
second line to gain the third. It is convenient to introduce a new envelope E such,
that |E|2 = I. Then

U (z, t) = E (z, t)
√

2
ε0c

(2.44)

and the electric field reads

E (z, t) =
√
sE (z, t) ei(k0z−ω0t) + c.c., (2.45)

where we introduced the scaling factor s = 1/2ε0c. The Fourier components of the
electric field in terms of the new envelope E express as

Ê (ω) =
∫

dt
√
s
(
E (z, t) eik0z−iω0t + E∗ (z, t) e−ik0z+iω0t

)
eiωt (2.46)

=
√
s
(
Ê (z, ω − ω0) eik0z + Ê∗ (z, ω + ω0) e−ik0z

)
(2.47)

Since Ê (−ω) = Ê∗ (ω) holds and |Ê (ω − ω0)| � |Ê (ω + ω0)| for ω > 0 it is sufficient
to deal with positive frequencies only. Therefore, we use the final definition of the
complex envelope

Ê (ω̄) = Θ (ω̄ + ω0) 1√
s
Ê (ω̄ + ω0) e−ik0z (2.48)

10



2.4. Slowly varying envelope and complex representation of the electric field

to express Equation (2.39) as

∂zÊ = i

2k (ω)∇⊥Ê + i (k (ω)− k0 − k1ω̄) Ê − µ0

2k (ω)
(
ωĴf − iω2P̂NL

)
, (2.49)

where Ĵf and P̂NL denote the envelope expressions for Ĵf and P̂NL, respectively.
We demonstrate the potential for significant simplification by deriving the well

known nonlinear Schrödinger equation (NLS), which describes despite its simplicity
fundamental nonlinear optical effects (see Section 4.2). We consider Equation (2.49)
in a charge and current free configuration Ĵf ≡ 0. First, we keep only the leading
order of linear dispersion by taking

k(ω) ≈ k(ω0) (2.50)

in the first term in Equation (2.49) and

k (ω)− k0 − k1ω̄ ≈
k2

2 ω̄ (2.51)

in the second term, where k2 originates from the Taylor expansion in Equation (2.35).
Second, assuming a third order Kerr term Equation (2.17) for the nonlinear polariza-
tion gives in envelope representation

P̂NL(ω) = ε0s
3/2
∫∫

dω1dω2χ
(3) (−ω;ω − ω1 − ω2, ω2, ω1)

× 3Ê(ω̄1)Ê(ω̄2)Ê∗(ω̄1 + ω̄2 − ω̄)ei(k0+k1ω̄)z, (2.52)

where we only included governing contributions of the nonlinear polarization, namely
contributions to the central frequency ω0 of our input field and neglected not phase
matched (k(3ω0) 6= 3k(ω0)) third harmonic contributions. Furthermore, we take the
susceptibility χ(3) to be instantaneous, i.e. non-dispersive

χ(3) (−ω;ω − ω1 − ω2, ω2, ω1) = χ(3) (−ω0;−ω0, ω0, ω0) . (2.53)

Neglecting the dispersion of the linear refractive index n(ω) ≈ n(ω0) = n0 in the wave
number k(ω) = ωn(ω)/c allows us to reduce the prefactor of the nonlinear polarization
to

ω2

c2k(ω) = ω0 + ω̄

cn0
= ω0

cn0
(2.54)

for ω0 � ω̄. Switching back to time domain results in the nonlinear Schrödinger
equation

∂z = i

2k0
∇⊥E − i

k2

2 ∂
2
t E + i

ω0

c
n2|E|2E , (2.55)

which can be considered as the fundamental and simplest model for describing non-
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2. High Intensity Laser Pulse Propagation in Optically Transparent Media

linear propagation of light.
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3. Terahertz Generation by Ionizing
Two-Color Laser Pulses

3.1. Introduction
The subject of investigation is radiation in the tera-Hertz (THz) regime, with charac-
teristic frequencies from 1012 to 1014 Hz right between infrared and microwaves. These
frequencies correspond to wavelengths of 0.02 to 2 mm or photon energies of the order
of meV. THz radiation allows a broad variety of applications. For instance fundamen-
tal insight was gained through the development of nonlinear and time-domain THz
spectroscopy [2–4]. For example, in medicine THz radiation is used for the analysis of
human skin cancer tissue [7], bio molecules are probed with THz radiation [8], hidden
narcotics can be traced [6] and remote sensing of THz radiation provides information
about the atmosphere [9, 10].
There are numerous ways to generate THz radiation, such as using semiconductor

photo-conductive switches [12], optical rectification in second-order nonlinear crystals
[13–16] or conical THz emission from laser filaments [17]. However, these methods are
limited in achievable THz field amplitudes due to saturation or material damage for
high input intensities.
A promising alternative setup consists of focusing an ionizing two-color laser into a

gas cell. The obtained THz radiation features comparable high amplitudes of up to
100 MV/m and broad spectral widths of 100 THz at the same time. Initially being
attributed to a four-wave rectification process [20,23–25], THz generation was revealed
to be caused by the so-called photo-current mechanism [22, 27–31]. In that mecha-
nism, the input field ionizes the medium and subsequently accelerates the generated
charge. The accelerated charge builds up a current, which possesses a low frequency
component in the THz regime due to the two-color nature of the input laser. This
current finally emits the THz radiation. The two-color photo-current mechanism has
to be distinguished from other generation mechanisms in gases, which, e.g., use pon-
deromotive forces of relativistic electrons in preformed plasmas [18] or excite plasma
oscillations [19] and are not under consideration in this work.
The aim of this chapter is to describe and to model the THz radiation one obtains

when focusing a two-color laser into a gas. We start with the description of the
generation mechanism and the underlying physical processes in Section 3.2. Then,
the characterization of THz radiation in the spectral domain in Section 3.3 provides
the mandatory understanding for modeling realistic setups in Section 3.5, where we

13



3. Terahertz Generation by Ionizing Two-Color Laser Pulses

successfully reproduce experimental results. Finally, we summarize in Section 3.6.

3.2. The two-color mechanism
3.2.1. Introduction
In this Section we explain the physical mechanism that generates the THz radiation.
The typical situation we encounter involves the presence of a high intensity two-color
laser pulse, being focused into a gas. In this context, high intensity denotes the regime,
where the response of the gas is nonlinear, including ionization of the gas. Then,
for the medium response a distinction can be drawn between a response originating
from the bound electrons and a response which is due to ionized electrons (also see
Section 5). We deal with situations, where the medium is partially ionized and thus
encounter both responses. In principle, both contributions can lead to emission of
THz radiation. We therefore explain the mechanism which generates THz radiation
from bound electrons in Section 3.2.2, followed by Section 3.2.3, which is dedicated to
the more detailed description of the response of ionized electrons, since the latter one
will turn out to be the dominating one.
In the beginning, we consider a small gas volume only. The small volume ensures

the electric field to be the same for all spatial points within that volume for a fixed
instant of time. In that local approximation, we can assume a two-color input field
without any spatial dependencies

E (t) = A

(
e
− t2
σ2
t

√
1− ξ cos (ω0t) + e

− 2t2
σ2
t

√
ξ cos ((2ω0 + 2πδν) t+ φ)

)
, (3.1)

with amplitude A, relative strength ξ and phase φ between fundamental ω0 and its
second harmonic 2ω0, and frequency shift δν of the second harmonic. The pulse
duration σt is by a factor of

√
2 smaller for the second harmonic, because the second

harmonic field is usually generated by a frequency conversion process which squares
the fundamental field to obtain the frequency 2ω0. Usually the fundamental frequency
lies in the optical regime, often ω0 = 2π×375 THz or λ = 2πc/ω0 = 800 nm and pulse
durations vary in the range of tens of femtoseconds (fs).

3.2.2. Kerr nonlinearity
Here, we characterize the response of the gas under irradiation of an intense two-color
laser pulse Equation (3.1), which is originating from the bound electrons of the neutral
atoms. In particular, we are interested in contributions that lie in the THz-frequency
range (ν ∼ 1− 100 THz).
The response of the gas is given by the polarization, which is split into a linear and

nonlinear part
P (t) = PLin(t) + PNL(t) (3.2)
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3.2. The two-color mechanism

as introduced before (see Section 2.1). The linear part is proportional to the electric
field Ê(ω)

P̂Lin(ω) = ε0χ
(1)(ω)Ê(ω) (3.3)

in Fourier domain. Our pump field Equation (3.1) has only contributions at input
frequencies ω0 and 2ω0 which lie in the optical regime. Therefore, also the linear
response P̂Lin has spectral contributions which are limited to these two optical input
frequencies, making it irrelevant when considering THz radiation.
In contrast, the nonlinear polarization (see Equation (2.17)) with an assumed ω in-

dependent, that is dispersionless χ(3) (also compare to Section 4 for a highly dispersive
χ(3))

PNL(t) = ε0χ
(3)E(t)3 (3.4)

possesses contributions in the THz range. These are created through the mechanism
of sum-/difference frequency generation. For illustrative purposes, let us assume a
continuous wave two color pump (σt →∞, δν = 0 in Equation (3.1))

E(t) = A

2 (
√

1− ξ(eiω0t + c.c.) +
√
ξ(ei(2ω0t+φ) + c.c.)), (3.5)

where ’c.c.’ means complex conjugate and plug that into Equation (3.4). Among
others, we will obtain terms which read

PNL(t) = ε0χ
(3)
(3

8A
2A∗(1− ξ)

√
ξei((ω0+ω0−2ω0)t−φ)) + c.c.+ · · ·

)
, (3.6)

that is contributions with zero frequency 0 = ω0 + ω0 − 2ω0. If we allow again pulsed
(σt ∼ 50 × 10−15 s) two-color pump fields, our input pulse does not only contain
the exact frequencies ω0 and 2ω0 but also contributions in a small frequency band
(∆ω ∼ 1/σt ∼ 20 × 1012 Hz� ω0 ∼ 2 × 1015 Hz) around these frequencies. Then,
ω0 + ω0 − 2ω0 is not exactly - but in the order of ∆ω close to - zero. Since we have
∆ω ∼ 20 × 1012 Hz = 20 THz, generated frequencies lie in the THz regime. The
electric field created by that polarization is

Eχ(3) ∝ µ0
∂2

∂t2
PNL (3.7)

or written in Fourier domain (see, e.g. Equation (2.28))

Êχ(3)(ω) ∝ µ0ω
2P̂NL(ω). (3.8)

Thus, because the nonlinear polarization P̂NL(ω) has contributions in the THz range,
also the generated field has THz components.
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3.2.3. Photo-current mechanism
In the following the second mechanism for THz generation, the photo-current mech-
anism, will be introduced. Again, a two-color laser pulse Equation (3.1) is focused
into a gas. In the focal region, the intensity reaches values high enough to ionize the
gas and free electrons are born. These electrons are then accelerated in the incident
two-color electric laser field, building up a current. It turns out that the current in
turn emits radiation with contributions in the THz range as a consequence of the
two-color-induced temporal asymmetry of the driving laser field. Therefore, we have
to model the two basic processes involved in that mechanism. First we will have a
look at the ionization process, followed by the characterization of the current.

3.2.3.1. Charge generation

Depending on the incident optical intensity, different photo-ionization processes are
dominating. For intensities below I . 1014 W/cm2 multi-photon and, to a lower
extent, above-threshold ionization are prevailing, whereas for higher intensities tun-
neling or above-barrier ionization are most important [65]. In order to determine the
appropriate model, the Keldysh parameter [66] γ = ω

√
2meU0/qeA can be evaluated.

Here ω and A are the laser frequency and field strength, U0 the ionization potential
for the medium and me and qe the electron mass and charge, respectively. Physically,
the Keldysh parameter compares the laser frequency ω with the tunneling frequency
of an electron qeA/

√
2meU0. Thus, for γ � 1 tunnel ionization takes place whereas for

γ � 1 ionization is caused by a multi-photon process. The range where γ ' 1 marks
a intermediate regime between both processes. A schematic overview of the main
ionization mechanisms is given in Figure 3.1. The multi-photon processes for γ � 1
are shown in a) and c). In the multi-photon ionization mechanism in a), simultaneous
absorption of N photons provides the minimal energy needed for the ionization of an
electron. If more than the minimal number of photons is absorbed as depicted in c),
the ionization process is referred to as above threshold ionization. The dominating
ionization mechanisms for γ � 1 are presented in b) and d). In the case of tunnel
ionization in b), the laser potential slants the atomic potential such that the electron
is able to tunnel through the barrier. For even stronger laser fields in d), the atomic
potential is deformed by the laser potential strong enough that the initial electronic
state energy exceeds the potential barrier.
With regard to the forthcoming treatment of spatially focused ultra-short laser

pulses, we encounter the following difficulties for an appropriate choice of the ionization
model. First, in the focal region, where ionization mainly takes, place we deal with
typical intensities I & 100 TW/cm2 and therefore evaluate γ . 1 for ω0 = 2π ×
375 THz. That is, we do not meet a limiting case, where either multi-photon or tunnel
ionization is dominant. Additionally, ultrashort pulses exhibit a broad spectrum,
i.e. the broad range of contained frequencies leads to a broad range of the Keldysh
parameter γ. Although there exist ionization rates for a broad interval of γ, an exact
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Figure 3.1.: Schematic illustration of basic ionization processes for different regimes of the
Keldysh parameter γ. a) for multi-photon ionization, the minimal number N of photons to
provide the ionization energy is absorbed. c) in the above threshold ionization process more
than N photons are absorbed simultaneously. b) shows a slanted atomic potential with a
barrier narrow enough for the electron to tunnel out. In d) the atomic potential is heavily
deformed, such that the energy of the formerly bound electron exceeds the height of the
barrier.
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analytical description for the general case is not possible and the inclusion in a laser
pulse propagation equation turns out numerically intractable ( [67], also compare
to Section 5 for quantum mechanical treatment of ionization). Therefore, we have
to choose a model, which is suited to be included in the forthcoming laser pulse
propagation equation but gives at least qualitatively correct results and matching
orders of magnitude. Fortunately, for our typical intensities of I ' 100 TW/cm2 a
stepwise increase of the charge density was reported experimentally [68, 69]. Such a
stepwise increase turns out to be a crucial feature for THz generation. In the following,
we will use a tunnel ionization model, since a stepwise increase of the charge density
is characteristic for these models.
There exist two different models describing the tunnel ionization, that is the quasi-

static tunneling model [70] and the Ammosov-Delone-Krainov (ADK) tunneling model
[71]. For a given atomic ionization potential, the ADKmodel additionally distinguishes
different angular momentum quantum numbers in its ionization rate, whereas the
rate for quasi-static tunneling does not. Nevertheless, it was shown [27], that both
rates show the same qualitative dependence on the incident field strength, and even
quantitatively agree within a factor of two.
In this work, we use the quasi-static tunneling rate. The rate is applicable for

s-state electrons in hydrogen-like atoms and can be obtained by solving the atomic
Schrödinger equation. Thereby, the most significant approximation is incurred by
matching the electronic wave function within the potential barrier with a semi-classical
plane wave outside the barrier [72] and one obtains

wst (E(t)) = 4ωar5/2
H

Ea
|E(t)| exp

−2r3/2
H Ea

3|E(t)|

, (3.9)

where Ea = m2
eq

5
e/(4πε0)3~4 is the atomic field strength, ωa = meq

4
e/(4πε0)2~3 the

atomic frequency and rH = UAt/UH, with UAt and UH the ionization potential of the
medium under consideration and hydrogen, respectively. Then, the density of free
electrons ρe which are created obeys

∂tρe (t) = wst(E(t)) (ρat − ρe (t)) , (3.10)

with ρat the atomic number density.
Figure 3.2 a) illustrates the strong nonlinear dependence of the ionization rate Equa-

tion (3.9) on the field strength. This dependency leads to the fact, that ionization
mainly occurs at instants of time when the field is maximal. These maxima are sep-
arated in time, which leads to a stepwise increase of the electron density at these
instants of time (see Figure 3.2 b)) to which we will refer as ionization events in the
following. These discrete and well defined moments of ionization are important for
the properties of the electron current, which is introduced in the next section.
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Figure 3.2.: (a) strong nonlinear dependence of the quasi-static tunnel ionization rate wst
on the electric field amplitude A. (b) ionization mainly occurs at field (red line) maxima,
leading to a stepwise modulation of the electron density ρe (shaded gray area). We used
an input field E(t) given by Equation (3.1) with A = 33 GV/m, σt = 24 fs, φ = π/2 and
ξ = 0.16.

3.2.3.2. Equation for the current

Let us detail the macroscopic description of the current. After being born in the ion-
ization process, the newly generated electrons are assumed to have zero velocity. This
is based on the fact, that we deal with an ionization process which is just in between
multi-photon and tunnel ionization. In the multi-photon picture, the electron absorbs
the minimal number of photons to escape the binding potential, having only a small
energy excess, e.g. small kinetic energy. In the tunneling ionization picture, the elec-
tron tunnels through a rather broad barrier and just reaches the unbound region, thus
again exhibiting small kinetic energy. For a first illustration, we neglect any interac-
tion of the electrons with each other or with the ions. Then, we suppose to generate
dρe(t0) = ∂t0ρe(t0)dt0 electrons at time t0. At a later time t > t0 these electrons have
the velocity v (t, t0), thus the contribution to the current is v (t, t0) dρe(t0). The overall
current is then obtained by integrating over all initial times t0 [27–29]:

J (t) = qe

∫ t

−∞
v (t, t0) ∂t0ρe(t0)dt0. (3.11)

Since the electrons are assumed to be non-interacting and non-relativistic, they are
only accelerated by the laser field

dv(t, t0)
dt

= qe

me
E(t) (3.12)
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and due to zero velocity at t0 the velocity expresses as

v (t, t0) = qe

me

∫ t

t0
E (τ) dτ = ṽ (t)− ṽ (t0) , (3.13)

where we introduced

ṽ (t) ≡ v (t,−∞) = qe

me

∫ t

−∞
E (τ) dτ (3.14)

Plugging that in Equation (3.11) gives

J(t) = qe

∫ t

−∞
[ṽ (t)− ṽ (t0)]∂t0ρe(t0)dt0 (3.15)

= qeṽ(t)ρe(t)− qe

∫ t

−∞
ṽ (t0) ∂t0ρe(t0)dt0 (3.16)

Finally, taking the derivative with respect to time gives

J̇(t) = qe[ ˙̃v(t)ρe(t) + ṽ(t)ρ̇e(t)]− qeṽ(t)ρ̇e(t) = qe ˙̃v(t)ρe(t) (3.17)

and using Equation (3.14) results in

J̇(t) = q2
e
me

E(t)ρe(t). (3.18)

So far we did not take the interaction between electrons and ions into account.
First of all, we can neglect the coulomb interaction between electrons and ions, since
the electrons move in the homogeneous background of the positively charged ions.
However, there has to be a source of damping of the current J(t), otherwise we would
obtain infinitely long lasting currents (see Figure 3.4 b)). Such an unphysical behavior
leads to a constant electric field and is also intractable numerically. For our current,
damping arises from electron-ion recombination or electron-ion collisions and depends
on the density of electrons and ions, the amplitude and frequency of the electric field
and the velocity of electrons [73]. On the macroscopic level we describe our current
on, these mechanisms are accounted for on a phenomenological basis in terms of rate
equations [74]. Then, the cross sections for collisions or recombination translate into
average interaction times. It turns out that the electron ion recombination occurs
on a timescale of nanoseconds, thus is of minor influence for frequencies in the THz
range [52, 74, 75]. In contrast, electron-ion collision occurs in the order of τc = 200 fs
(1/τc = 5 THz) and therefore will be accounted for in the following [73,76]. Note that
the timescale for damping is larger than typical pulse durations. That is, damping
influences the low frequency part of upcoming spectra, which lies below the accessible
spectral range of radiation that is generated during the interaction of the pulse with
the gas. Our main interest is this high frequency part of the spectrum, thus the precise
value of our anyways only phenomenological τc is of minor importance.
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Due to the collisions, Equation (3.12) is modified

dv(t, t0)
dt

= qe

me
E(t)− 1

τc
v(t, t0). (3.19)

Introducing a new variable v′ for velocity

v′(t, t0) = v(t, t0) exp
( 1
τc
t
)

(3.20)

transforms Equation (3.19) into

dv′(t, t0)
dt

= qe

me
E(t) exp

( 1
τc
t
)
. (3.21)

Integrating and returning to the original variable v(t, t0) gives

v(t, t0) = qe

me

∫ t

t0
E(τ) exp

( 1
τc

(τ − t)
)
dτ. (3.22)

Repeating the above steps Equation (3.14) - (3.17) leads to the current equation
analogue to Equation (3.18)

J̇(t) + 1
τc
J(t) = q2

e
me

E(t)ρe(t). (3.23)

We now want to demonstrate that with a two color input field we have current
contributions which lie in the THz range. We proceed in two steps. In the first step,
we consider the current of the electrons which are generated at one single ionization
event. The second step then takes all ionization events into account.
Let us start with considering the dynamics of electrons from a single ionization event,

that is of electrons born at one single field maximum. For demonstration purposes,
we assume the convenient case of τc � σt. Since for one single ionization event the
amount of generated electrons is fixed, the current is completely characterized by
the electron velocity. Figure 3.3(a) shows a one color (ξ = 0) input field (red line)
and the velocity of electrons generated at the field maxima at t = 0 (blue line). It
is evident, that the initially resting electrons are accelerated, exhibiting a velocity
alternating with the frequency of the electric input field. After the pulse, they are
at rest again as long as the pulse duration σt is considerably larger than the period
of one optical cycle T = 2π/ω0of the input pulse. Figure 3.3(b) details the two-color
(ξ = 0.2, φ = π/2) case for electrons generated at t = 0. Again, the initially resting
electrons are accelerated, acquiring a velocity alternating with the frequency(s) of the
electric field. In contrast to the former example, at the end of the pulse, a nonzero
electron velocity remains, which is due to the temporally asymmetric shape of the
electric field, introduced by the second frequency. Obviously, this velocity is built up
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3. Terahertz Generation by Ionizing Two-Color Laser Pulses

on the timescale of the pulse duration σt and will relax to zero on the electron-ion
collision timescale τc according to Equation (3.19). That means, in the two color case
the velocity does not only contain the frequencies of the pump field, but additional
contributions in the order of 1/σt and 1/τc. For typical parameters, e.g. τc = 200 fs
and σt = 25 fs, these contributions lie in the THz range.
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Figure 3.3.: (a) One color input field (ξ = 0, red line). Only electrons generated at the
field maximum at t = 0 are considered. Their velocity (blue line) is zero after the pulse. (b)
The temporally asymmetric two-color input field (ξ = 0.2 and φ = π/2, red line) leads to
non-zero velocity (blue line) of electrons that are born at time t = 0.

Going over to consider not only the current contribution from one single ioniza-
tion event, but taking into account all contributions from the pump pulse preserves
the above characteristics. We consider the current for a one color input field in Fig-
ure 3.4(a): the overall current follows the one color field and at the end of the pulse
no current remains. In the two color case Figure 3.4(b), the current also follows the
electric field, but after the pulse, a non-zero current contribution remains. Again,
pulse duration σt and ion-electron collision time τc are the relevant time-scales.
The crucial effect is emphasized, when considering the electric fields radiated by

these currents. They are given by [77]

EJ ∝ µ0∂tJ(t) (3.24)

in time domain or
ÊJ ∝ µ0ωĴ(ω) (3.25)

in Fourier domain. The spectrum of the input (red line) and radiated (blue line) field
is presented for the one color case in Figure 3.4(c), clearly showing that the radiated
field has the same spectral components as the input field. In contrast the situation
for the two-color input field in Figure 3.4(d): Here, the radiated field does not only
have contributions at the frequencies contained in the input pulse, but also in the THz
range. In the following, we will term the radiated fields Equations (3.24) and (3.25)
local spectra. In Section 3.4 these local spectra are the fundamental constituents
for spectra from extended sources as they reappear in forward direction. Thus, local
spectra deserve their detailed analysis in the next section.
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0 1 2

10
−4

10
−2

10
0

ν/ν
0

ν
 J

(ν
),

 E
(

^
^

^
^

ν
) 

[a
rb

. 
u
.]

−1 0 1 2

−1

0

1

t [arb. u.]

J
(t

),
 E

(t
) 

[a
rb

. 
u
.]

−1 0 1 2

−1

0

1

t [arb. u.]

J
(t

),
 E

(t
) 

[a
rb

. 
u
.]

0 1 2

10
−4

10
−2

10
0

ν/ν
0
 

ν
 J

(ν
),

 E
(ν

) 
 [
a
rb

. 
u
.]

(a) (b)

(c) (d)

Figure 3.4.: Comparison of the current (for τc →∞) for one (ξ = 0) and two-color (ξ = 0,
φ = π/2) input fields in time- and Fourier-domain. In (a) the one color input field (red
line) causes a zero current (blue line) after the pulse. In Fourier domain c), the spectrum
of the radiated field (blue line) has the same spectral contributions at the fundamental
frequency ν0 as the input field (red line). b) depicts the two-color input field (red line). The
created current (blue line) persists after the pulse. d) The two-color input field has spectral
contributions at the fundamental ν0 and second harmonic 2ν0 (red line). The radiated field
(blue line) additionally has low frequency contributions in the THz regime.
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3. Terahertz Generation by Ionizing Two-Color Laser Pulses

3.3. Local terahertz spectra
In the preceding section, we explained the physical mechanism that leads to radiation
in the THz range. In the following, we want to characterize that radiation. As before,
we stay in the local approximation with a purely time dependent two-color input field
Equation (3.1). Our investigation will be split into two parts. In the first Section 3.3.1,
we characterize the dependency of the spectra on the pump on an observational level.
For example, we will see that the THz generation process via a χ(3) nonlinearity is
negligible compared to the photo current process. Thus, the second Section 3.3.2
exclusively deals with an analytical description of the spectral properties within the
photo-current framework. Hereby, we will actually elucidate the physical mechanism
responsible for the THz emission.

3.3.1. Generic dependencies
The two-color input field Equation (3.1) is characterized by the pulse amplitude A,
pulse duration σt, the relative strength ξ and phase φ of fundamental ω0 and second
harmonic 2ω0 and by possible frequency shifts δν in the second harmonic. In the
following, we analyze effects of changes in these parameters on the emitted spectrum.

3.3.1.1. Kerr nonlinearity vs. photo-current

Let us start with the illustration of the THz generation by a two-color current as pre-
sented in Section 3.2.3 prevailing over the generation via Kerr nonlinearity described
in Section 3.2.2. We consider the radiated electric field (local spectra) for both cases.
For the Kerr process the local spectrum is given by Equation (3.8). The emitted field
of the two-color photo-current obeys Equation (3.25). We compare the overall yield
in the THz regime

Y
J/χ(3)

THz =
∫ 2π×100THz

0
|ÊJ/χ(3) (ω)|2dω (3.26)

depending on relative strength ξ, relative phase φ and amplitude A of our input pulse
with δν = 0.
The THz yield Y χ(3)

THz for the Kerr mechanism is shown in the left column of Figure 3.5
for different input pulse amplitudes A. For all input amplitudes A, the yield is maximal
for ξ ≈ 0.3 and φ ≈ 0, π, whereas a clear minimum of the yield is observed for φ = π/2.
This behavior can be explained by analyzing Equation (3.6), which characterizes the
nonlinear polarization as source of the radiated field: For maximum yield, the relative
strength ξ of fundamental ω0 and second harmonic 2ω0 has to be chosen ξ = 1/3 in
order to maximize the coefficient (1 − ξ)

√
ξ. Additionally, the exponential term is

maximal for φ = 0, π, 2π, · · · for long input pulses. Finally, increasing the input field
strengths A leads to increased emission of THz radiation. This is only limited by the
fact, that eventually the medium gets ionized and the pure Kerr description becomes
incorrect (see Section 5).
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3.3. Local terahertz spectra

In the right column of Figure 3.5, the THz yield Y J
THz for the photo-current mech-

anism is presented. For low input amplitude of A = 10 GV/m in b) we observe
maximum yield for ξ ≈ 0.5 and φ ≈ 0, π. For increasing input amplitude A in d), f),
h) this optimum value for φ shifts continuously to φ = π/2 for A & 50 GV/m. This
reveals a two step character of THz generation: First, the charge is generated and
secondly accelerated in the laser field. That is already indicated in Equation (3.15),
where the radiating current is proportional to the amount of ionized electrons ρe. So
for low input amplitudes, the effective generation of charge is more important than
the subsequent acceleration. The amount of generated charge depends on the ioniza-
tion rate, which is highly nonlinear in the input field amplitude (recall Figure 3.2).
Since the field maximum for a fixed amplitude A is highest for φ ≈ 0, π, the optimal
THz yield is reached for these values of φ. For high input amplitudes A the medium
is almost completely ionized for every φ, such that the optimal yield can be found
when the current is optimized, that is for φ = π/2. An explanation for this behavior
is given in the next Section, where we analytically describe THz generation. Above
all, note the differences of several orders of magnitude in the yield amplitude for the
different input amplitudes. We further observe saturation, when comparing the am-
plification of the maximum yield by a factor of 108 for doubling the input amplitude
from A = 20 GV/m to A = 50 GV/m with an amplification factor of only 2 when
increasing from A = 50 GV/m to A = 100 GV/m. Again, it can be argued, that the
medium is almost completely ionized for amplitudes A > 50 GV/m making the effect
of additionally generated charge for even further increased amplitudes negligible.
Let us finally directly compare the THz yield of the Kerr mechanism with the yield

of the photo-current. Only for a low input amplitude A = 10 GV/m in a) and b) the
amplitude of the yield from Kerr mechanism is larger than the one from the photo-
current. Already for A = 20 GV/m in c) and d) we encounter the opposite situation,
which becomes even clearer for A & 50 GV/m in e)-h) when the yield of the photo-
current mechanism exceeds the yield from the Kerr mechanism by several orders of
magnitude. This fact is further confirmed in References [25,26]. In the following, our
input amplitudes will be well above A & 20 GV/m, which allows us to neglect Kerr
contributions when considering THz generation in the two-color setup.
In summary, for an effective generation of THz radiation, we have to provide suffi-

ciently high input amplitudes, which assure ionization of the medium. For the example
of argon gas that we used here, this amplitude is in the order of A = 50 GV/m. For
such high amplitudes, we can neglect Kerr contributions to the THz yield, since they
are exceeded by the highest yield from the photo-current mechanism at ξ = 0.5 and
φ = π/2 by several orders of magnitude.

3.3.1.2. Spectral shapes

As reasoned above, we restrict ourselves to the analysis of the THz radiation within
the photo-current framework. Up to now, we considered the yield in the THz regime,
that is the integrated spectra of the radiated field. We now characterize the spectrum
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Figure 3.5.: The THz yield Y
J/χ(3)

THz for an input pulse with duration σt = 40 fs and fre-
quency shift δν = 0 depends on the relative strength ξ and phase φ of fundamental and
second harmonic. The yield Y χ(3)

THz for the Kerr process via χ(3) in a), c), e), and g) is optimal
for ξ = 0.3 and φ = 0, π for all input amplitudes A. The qualitative change of optimal yield
Y J
THz for the photo-current mechanism in b), d) and f) goes along with an increase of the

maximal yield over several orders of magnitude. For high input amplitudes A & 50 GV/m
in f) and h) the optimum for Y J

THz can be found for ξ = 0.5 and φ = π/2 and is orders of
magnitude larger than the yield for the Kerr process in e) and g). All values are normalized
to Y χ(3)

THz for an input pulse with A = 27 GV/m, σt = 40 fs, ξ = 1/3 and φ = 0.
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3.3. Local terahertz spectra

ÊJ(ω) itself. For that, we fix the relative strength to ξ = 0.5, the relative phase to
φ = π/2 and apply amplitudes of A & 40 GV/m, since the yield is optimal for these
values, as learned above.
Figure 3.6 shows the spectra in the THz regime for frequencies up to ν = ω/2π =

100 THz for two different pulse durations σt = 25 fs in a) and σt = 50 fs in b) and
for different input amplitudes A. The maxima of the spectra are at ν ≈ 8 THz for
both cases. Obviously, the spectrum is much broader for the setup with σt = 25 fs
(half maximum at ν ≈ 50 THz at A = 60 GV/m) than in the σt = 50 fs case (half
maximum at ν ≈ 30 THz at A = 60 GV/m). An explanation is given in the next
chapter. However, the singly peaked spectral shape is the same for both setups.
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Figure 3.6.: Spectral intensity |ÊJ(ν)|2 for different input pulse amplitudes A and input
pulse durations of a) σt = 25 fs and b) σt = 25 fs. Using the same color scale reveals much
broader spectra for σt = 25 fs in a) than for σt = 50 fs in b). We used ξ = 0.5 and φ = π/2
for both cases a) and b).

Let us now detail on the just observed dependence of the spectral width on the
input pulse duration. Again, we fix the relative strength to ξ = 0.5, the relative
phase to φ = π/2 and investigate the dependence of the spectra on the input pulse
duration for typical amplitudes A. For input amplitude A = 40 GV/m (Figure 3.7
a)) we have broad spectra with small amplitude for short pulse durations, which
continuously evolve into narrow, but peaked spectra with higher maximal amplitude
for pulse durations σt > 50 fs. This qualitatively changes for increasing amplitude
A in b), c). For A = 50 GV/m (Figure 3.7 d)) the spectral width still decreases for
increasing pulse duration, but the maximal spectral amplitude can no longer be found
for longest pulse durations, but for σt ≈ 25 fs. Nevertheless, as already indicated in
Figure 3.6, the main feature is the inverse proportionality of increasing spectral width
for decreasing pulse durations. Thus, when thinking in terms of integrated spectra, we
obtain smaller yield for longer pulse duration, although the input pulse carries more
energy for longer pulse duration. That unintuitive behavior is explained in the next
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3. Terahertz Generation by Ionizing Two-Color Laser Pulses

Section 3.3.2.
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Figure 3.7.: Spectral intensity |ÊJ(ν)|2 for different input pulse durations σt and input
pulse amplitudes A. The spectral width in a)-d) is inversely proportional to the input pulse
duration. In d) the maximal spectral intensity clearly features a maximum around σt = 25 fs,
in contrast to a)-c) where it stays rather constant over a broad range of σt.

Finally, we want to get an impression of how small detunings δν between fundamen-
tal and second harmonic affect the spectral shapes. Without loss of generality, we im-
pose the detuning on the second harmonic. The results are shown in Figure 3.8, where
we varied the second harmonic frequency 2ω0 + 2πδν for δν = −30THz... + 30THz,
with anticipated values for δν from observations in Section 3.5.3. In Figure 3.8 a),
we observe a clear asymmetry. For positive δν the spectrum gets depleted, whereas it
shifts its peak to higher frequencies for negative δν. With increasing input amplitude,
this effect weakens. Again, Section 3.3.2 details on that observation.
In this section, we studied the dependencies of THz spectra radiated by a two-color

current on the parameters of the two color input field by means of observations. In
the first part, we learned that choosing a relative amplitude ξ = 0.5 and relative
phase φ = π/2 ensures optimal THz yield for high enough input amplitudes, in our
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Figure 3.8.: The Spectral intensity |ÊJ(ν)|2 for different input pulse amplitudes A depends
on small frequency shifts δν in the second harmonic. This dependence is asymmetric with
regard to the sign of δν. For negative values the spectral maximum shifts to higher frequen-
cies, whereas the spectrum gets depleted for positive δν. This clearly visible effect in a) and
b) weakens for higher input field amplitudes A in c), d).
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3. Terahertz Generation by Ionizing Two-Color Laser Pulses

case A & 50 THz for argon gas. After fixing ξ = 0.5 and φ = π/2 to their optimal
values, we further revealed the spectra to have their maxima at frequency of ≈ 8 THz
and a width inversely proportional to the input pulse duration. That is, short pulse
durations ensure a large yield. However, these considerations do not reveal the physical
mechanisms responsible for the observations. That is the aim of the following chapter.

3.3.2. Analytical spectral shapes
In this chapter, we want to reveal the physical mechanism responsible for the observa-
tions presented above. We resort to the photo-current mechanism for THz generation
and our aim is the analytical description of the radiated field of the two-color cur-
rent. For clarity, we repeat the main steps of THz generation by the photo-current.
First, our two-color input field generates charge through ionization of the medium.
This charge is accelerated in the present two-color field, building up a current. The
resulting current emits radiation, with contributions in THz regime. For an analytical
description, the steps we have to undertake are obvious: First, we derive a reasonable
analytical approximation for the input field. Then, we are able to infer approximate
expressions for the generated charge and subsequently for the current. Finally, we
obtain results for the local spectra of the radiated field [78].
We stay in our local approximation of an input field depending exclusively on time.

For mathematical convenience, we assume a slightly different two-color input pulse
than Equation (3.1):

E (t) = E(t)
[
cos (ω0t) +

√
r cos (2ω0t+ φ)

]
, (3.27)

where E(t) is a Gaussian envelope. We model charge generation by tunnel ionization,
the respective ionization rate we recall from Equation (3.9) in Section 3.2.3.1

wst (E) = 4ωar5/2
H

Ea
|E|

exp
−2r3/2

H Ea
3|E|

. (3.28)

We also know, that the charge obeys

∂tρe (t) = wst(E) (ρat − ρe (t)) (3.29)

and increases stepwise at the instants of time tn, where the field is maximal (see
Figure 3.9). We recall, that this stepwise increase of the charge at separated instants
of time was experimentally observed for intensities around 100 TW/cm2 (amplitude
∼ 30 GV/m) [68,69], since this stepwise character is the crucial feature in the following.
For the field given in Equation (3.27) the ionization events occur at times

ω0tn ≈ πn− 2(−1)nr sin (φ). (3.30)
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Figure 3.9.: Schematic illustration of the two-color input field (red line) and the generated
charge (filled green area). The charge increases in ' 200 attoseconds long steps located at
times tn, when the input field has a maximal absolute value.

Around these times tn, the maxima of the field can be approximated by its Taylor
expansion

E (t) ≈ E0 + E2 (t− tn)2 (3.31)

with E0 = E(tn) and E2 = ∂ttE(tn)/2. Using this approximate expression for the field
and assuming ρat � ρ in Equation (3.29), we can express the ionization rate wst as

wst (E(t)) ≈ wst(E(tn)) exp (−σ2(t− tn)2/4) (3.32)

with σ = 8r3/2
H Ea|E2|/3|E0|2. Of course, σ varies for different single ionization events

at different tn. However, these deviations are on the percent level, thus we assume a
typical value of σ = 10 fs−1 from now on. We use this universal σ in Equation (3.29)
for the charge and obtain

ρ(t) =
∑
n

δρnH(t− tn) (3.33)

with

H(t− tn) ∝
∫ t

−∞
exp (σ2(τ − tn)2/4)dτ ∝ 1

σ

[
1 + erf

(
σ(t− tn)

2

)]
. (3.34)

That is, the charge is a superposition of contributions from single ionization events,
each having an amplitude δρn and the shape H(t − tn). This shape is assumed to
be the same for all ionization events in our approximation. The current reads (see
Equation (3.11) and (3.22) from Section 3.2.3.1, also [79])

J(t) = q
∫ t

−∞
[∂τρ(τ)][v(t)− e1/τc(τ−t)v(τ)]dτ. (3.35)

31



3. Terahertz Generation by Ionizing Two-Color Laser Pulses

Including the charge from Equation (3.33) transforms this expression into

J(t) ∼= q
∑
n

δρnH(t− tn)[v(t)− e1/τc(tn−t)v(tn)]dτ. (3.36)

The field radiated by a current is given by Jefimenko’s equation ( [77], also Sec-
tion 3.2.3.2), which reads in Fourier space

ÊJ(ω) = giωĴ(ω), (3.37)

with g = ∆V
4πε0c2r

exp (iω r
c
). Here, ∆V is the small gas volume we consider in our local

current approximation and r is the distance between emission and recording of the
radiated field. Plugging in our approximated current Equation (3.36) gives for the
emitted field

ÊJ(ω) =
∑
n

[Ân(ω)− CnB̂(ω)]eiωtn , (3.38)

with

Ân(ω) = −iqegωδρnFT {H(t)v(t+ tn)} , (3.39)
B̂(ω) = −igωFT

{
H(t)e−t/τc

}
, (3.40)

Cn = qeδρnv(tn), (3.41)

where FT means Fourier transformation. Obviously, the superposition of ionization
events in the charge density carries over to the radiated field. According to Equa-
tion (3.38) the radiated field’s total spectrum is composed of a linear superposition of
contributions

[
Ân(ω)− CnB̂(ω)

]
exp (iωtn), which are radiated by a single ionization

event at tn. This is illustrated in Figure 3.10 a). The red shaded line represents the
total spectrum ÊJ(ω). It is the sum of partial contributions represented by gray lines,
which are the spectra corresponding to n = 20 single ionization events occurring at
n = 20 different ionization times tn. The spectrum of one ionization event is char-
acterized by a large spectral width and its shape is determined by the coefficients
Ân(ω) and CnB̂(ω). The spectral dependence of Ân(ω) and CnB̂(ω) is presented in
Figure 3.10 b). The coefficient Ân(ω) depends non-trivially on the frequency, whereas
CnB̂(ω) is constant over large frequency intervals in the order of hundreds of THz.
More important is the fact of Ân(ω) being negligible against CnB̂(ω) in the for us
interesting frequency range of ≈ 2 − 100 THz. Both, Ân(ω) being negligible against
CnB̂(ω) as well as CnB̂(ω) being constant in the interesting frequency regime can be
exploited for simplifying Equation (3.38) even further.
First, we analytically confirm B̂(ω) ≈ const. by performing the Fourier transform of

H(t)e−t/τc in Equation (3.40). Neglecting a slowly varying phase term exp(−2iω/τcσ2),
B̂(ω) can be reasonably approximated by

B̂(ω) ∼ ω

ω − i/τc
e−

ω2
σ2 . (3.42)
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Figure 3.10.: a) real part of the spectra from the single nth ionization event Re[Êjn(ν)]
for −10 ≤ n ≤ 10 (gray lines) and real part of the summed spectrum Re[Êj(ν)] (filled
red curve). The spectra from different ionization events (gray lines) interfere to the total
spectrum (red curve). b) Coefficients Ân(ν) (blue line) and CnB̂(ν) (green line) for n = 0
on a large frequency scale.

Thus, B̂(ω) features two clearly different frequency scales, determined by σ and τc. For
low frequencies ω . 1/τc we have B̂(ω) ∝ ω, whereas for frequencies of ≈ 2−100 THz
B̂(ω) ≈ const.
In addition, we neglect Ân(ω). Then, Equation (3.38) can be substantially simplified

to
ÊJ(ω) = B̂(ω)

∑
n

Cne
iωtn ∼

∑
n

Cne
iωtn . (3.43)

That is, the spectral shape of the radiated field is mainly determined by spectral
interference caused by the phases eiωtn , since the Cn are not frequency dependent. In
time domain this corresponds to attosecond-short emissions of radiation at times tn
with amplitude Cn and shape ∂t[H(t − tn)e1/τc(tn−t)v(tn)] (compare second terms in
Equation (3.36) and Equation (3.38)).
At this point, let us summarize our findings. We have shown, that the total THz

spectrum is a simple linear superposition of independent single spectra. These single
spectra correspond to radiation, which is coming from the electrons generated at the
well defined maxima of the two-color input field at instants of time tn. The values
of tn define phase factors of the single spectra. Since the phase factors determine
the total spectral shape, the temporal distribution of the ionization events at tn is
characterizing the total THz spectrum.
Lets now interpret the observations from the last chapter within this framework. In

Figure 3.5 in the last chapter, we observed a sensitive dependence of the overall THz
yield on the relative phase φ of the fundamental and second harmonic. This can readily
be explained by having a look at the factors Cn occurring in Equation (3.43). They

33



3. Terahertz Generation by Ionizing Two-Color Laser Pulses

are displayed for the two extremal cases of φ = 0 and φ = π/2 in Figure 3.11 a) and
b), respectively. For φ = 0 these coefficients are about one order of magnitude smaller
than in the case for φ = π/2. Additionally, for φ = 0 the Cn are not sign definite, thus
even canceling each other for small frequencies ω ≈ 0 in Equation (3.43). Thus, the
radiated field is much stronger for φ = π/2, where all Cn have the same sign.
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Figure 3.11.: The coefficients Cn at their respective ionization events at tn for a relative
phase of the input field a) φ = 0 are not sign definite and about one order of magnitude
smaller than in b) for a relative phase of φ = π/2.

A second important observation was the decrease of the spectral width for increasing
pulse duration. Again, Equation (3.43) explains this effect. For longer pulse durations,
more field maxima occur at different tn. Therefore, for a fixed frequency, more ion-
ization events contribute, leading to a larger number of interfering spectra, which
cause a more efficient destructive overlapping. This situation is analogue to far-field
interference patterns of diffractive gratings. Here, the ionization events play the role
of the slits and the THz spectrum corresponds to the zeroth diffraction order. For
THz spectra the interference takes place in frequency domain rather than in position
space. There, the width of the spectral line is inversely proportional to the number of
slits, which translates into the THz spectral width being inversely proportional to the
number of ionization events, that is pulse duration.
Finally, the shift of the maximum spectral value for small frequency shifts in the

second harmonic is made plausible (compare Figure 3.8 in Section 3.3.1). It turns out,
that for small second harmonic shifts δν the factors Cn are not sign definite. This
leads to destructive interference for frequencies ω ∼= 0. This destructive interference is
partially compensated for slightly higher frequencies (ω ≈ 2π×30 THz in our example
in Figure 3.8) for negative detuning δν, thus the spectral maximum is shifted to higher
frequencies. The lack of that partial compensation for negative δν is due to the finite
duration of the input pulse [78].
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3.4. Extended plasma source

3.4. Extended plasma source
The preceding section explained the mechanism of generation of radiation in the THz
regime and introduced the fundamental properties. In particular, the strong depen-
dence on the pump pulse parameters was demonstrated. However our analysis was
restrained to a single point in space. In realistic setups, we deal with propagating
pulses which lead to spatially extended sources. Thus, our aim is the description of
THz radiation from extended sources. In Section 3.4.1 we introduce the tool which
allows us to extract THz spectra from arbitrarily shaped sources and apply it to a
simplified though generic setup in Section 3.4.2. Since the geometry of the source is
closely related to the changing parameters of the propagating input pulse, we already
include linear propagation of the input pulse in Section 3.4.3, but neglect any feedback
originating from generated charge and THz radiation.

3.4.1. Jefimenko’s equation
The Jefimenko approach makes use of the fact, that the electric and magnetic fields
can be derived directly from Maxwell’s equations for any given charge ρf (r, t) and
current J (r, t) distribution, provided that the electro-magnetic field does not change
ρf (r, t) and J (r, t) in turn. This relation was introduced by Jefimenko [77] and reads

Erad (r, t) = 1
4πε0

∫ (
ρf (r′, tR)
|R|3

R + ∂tρf (r′, tR)
|R|2c

R − ∂tJ (r′, tR)
|R|c2

)
d3r′, (3.44)

Brad (r, t) =µ0

4π

∫ (
J (r′, tR)
|R|3

×R + ∂tJ (r′, tR)
|R|2c

×R
)
d3r′, (3.45)

with the retarded time tR = t − |R|
c

and R = r − r′. We model non-relativistic
electrons, rendering the influence of the magnetic field negligible. Furthermore, we
consider the ionized electrons on a background of the positively charged ions giving
a macroscopic neutral medium, i.e. ρf (r, t) ≡ 0. Finally, accounting for linearly
polarized light along the x-axis in the paraxial approximation leads to the scalar
version of Jefimenko’s equation, where we skip the vector arrows and the index x of
the remaining x-component of the fields. For numerical convenience, we transfer to
the reference frame moving with 1/k1 (k1 inverse group velocity, see Section 2.3) along
the positive z-axis giving

Erad (r, t) = − 1
4πε0

∫ ∂tJ (r′, tR − k1(z′ − z))
|R|c2 d3r′, (3.46)

where z, t are the coordinates in the co-moving frame.
In order to understand the spectra emitted by an extended source, we start with

looking at the spectrum a single point source located at r0 is emitting. Without loss of
generality, we place our point source in the origin r0 = 0, thus our current distribution
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is
J (r′, t) = δ(r′)j(t). (3.47)

Applying the Fourier transform to Jefimenko’s Equation (3.46) with the above given
current distribution gives

Êrad (r, ω) = − 1
4πε0

1
r
iωĵ(ω) exp

(
iω
r

c

)
(3.48)

where r = |r| is the distance between the emitting point r0 = 0 and the position r at
which the spectrum is recorded. It is obvious, that the temporal retardation ∼ r/c
leads to a phase factor in Fourier domain. In particular Equation (3.48) reveals, that
no direction of emission is preferred and the recorded spectrum is the local one iωj(ω),
only with decreased amplitude ∼ 1/r.
We now proceed to compound plasma sources, consisting of many point emitters.

Then, the spectrum

Êrad (r, ω) = − 1
4πε0

∫
d3r′

iωĴ(r′, ω)
|r− r′|

exp
(
iω
|r− r′|
c

)
(3.49)

is a superposition of local point spectra located at r′ with different phase factors for
each single emitter. In principle spectra for all current distributions Ĵ(r′, ω) can be
calculated in this way. However, the integral (3.49) has to be evaluated numerically.

3.4.2. Simplified generic setup
Let us now start with the description of THz spectra from an extended source, gen-
erated by a propagating input pulse. The propagation of the input pulse introduces
a distinguished spatial direction, namely its propagation direction. The first question
that arises is whether and to which extent that distinction carries over to the emitted
THz fields. Therefore, this first section focuses on the direction of THz emission. We
introduce a forward (FW, in propagation direction of the input pulse) and backward
(BW, against propagation direction of the input pulse) direction. We are particularly
interested in the two extremal cases, i.e. the radiation is emitted exactly in FW or
BW direction.
First, we develop a simple picture to explain the main difference between FW and

BW emitted fields [80]. A simplified but generic setup is shown in Figure 3.12. Since in
focused geometries, the generated plasma volume is usually small in transverse direc-
tions (see following Sections 3.4.3, 3.5.2, 3.5.3 and Figure 3.14), we assume a plasma
line-source of length L on the z-axis, which is meant to be produced by a laser pulse
propagating in positive z-direction (FW). At each point, the pump pulse ionizes the
medium, the generated free electrons are accelerated in the laser field and thus build
up a current J(t), which in turn emits electromagnetic radiation. Due to the prop-
agation of the ionizing pump pulse, points with smaller z-coordinates emit radiation
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3.4. Extended plasma source

earlier than the ones with larger z-coordinates. If all propagation effects (diffraction,
dispersion, etc.) are neglected, the pulse moves unchanged and all constituent points
along the plasma line emit the same field, but shifted in time. This is illustrated in
Figure 3.12(a), where a snapshot of the emitting plasma line is shown. Each blue circle
is centered around a different point-source, representing a plane of constant phase of
an elementary spherical wave for one wavelength λ. To record the resulting spectra on
a screen located before (BW) or behind (FW) the line, Jefimenkos’s Equation (3.46)
is used.
In our simplified setup, we assume an emitting line source of length L centered

around 0 on the z axis with all points on the line emitting the same spectrum. Thus
the current distribution is given by

J(r′, t) = δ(x′)δ(y′) [Θ(z + L/2)−Θ(z − L/2)] j(t), (3.50)

where Θ stands for the step function. We restrict ourselves to the calculation of on-
axis spectra, since on-axis spectra correspond to fields emitted exactly in FW or BW
direction. Then the spectra can be obtained analytically and differences in FW and
BW spectra become apparent. As outlined before, we assume a moving pump pulse
leading to temporally shifted emissions from different points along the line. These
lead to additional phase factors in Fourier domain. If we define these temporal shifts
to be zero for a point located at z = 0 the spectrum reads

Êrad (z, ω) = − 1
4πε0

∫ L/2

−L/2
dz′

iωĵ(ω)
|z − z′|

exp
(
iω
|z − z′|

c

)
exp

(
iω
z′

c

)
. (3.51)

In forward direction we have (z − z′) > 0, therefore

Ê (z, ω) =− 1
4πε0

∫ L/2

−L/2
dz′

iωĵ(ω)
z − z′

exp
(
iω
z − z′

c

)
exp

(
iω
z′

c

)
(3.52)

=− 1
4πε0

ln
∣∣∣∣z + L/2
z − L/2

∣∣∣∣iωĵ(ω) exp
(
iω
z

c

)
(3.53)

That is, the temporal delays due to different distances of emitters along the line to the
screen are canceled by the retardation due to the moving pump pulse and therefore
all contributions add up constructively for all wavelength λ = 2πc/ω. Thus we end
up with an amplitude-scaled local point spectrum (compare Equation (3.48)) shown
in Figure 3.12 (c).
In backward direction, we have (z − z′) < 0, thus

E (z, ω) =− 1
4πε0

∫ L/2

−L/2
dz′

iωĵ(ω)
−(z − z′) exp

(
−iωz − z

′

c

)
exp

(
iω
z′

c

)
(3.54)

=− 1
4πε0

iωĵ(ω)f(ω) exp
(
iω
z

c

)
(3.55)
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where we introduced the wavelength λ = 2πc/ω dependent form factor

f(λ−1)∗ = Ei
[
i4π
λ

(z − L/2)
]
− Ei

[
i4π
λ

(z + L/2)
]

(3.56)

involving the exponential integral Ei(x) =
∫ x
−∞

et
t
dt. Thus the backward spectrum of

the line source significantly differs from the single point spectrum, as radiation from
different emitters is superimposed with different temporal delays. That is the backward
spectrum is connected to the single point spectrum through f(λ−1)Ê(λ−1). Then it
is evident (see Figure 3.12(b)) that the BW spectrum gets depleted for wavelengths
λ � L, whereas it coincides with the FW spectrum for λ � L, because for these
wavelengths the plasma line appears as a point source.

Figure 3.12.: (a) Schematic illustration of the interference being responsible for shaping
FW and BW emission. A plasma line-source of length L created by a propagating two-color
pump pulse emits radiation. Blue circles centered around exemplary point-sources represent
planes of constant phase of elementary spherical waves. In FW direction (c), spherical waves
interfere constructively for all wavelengths and the resulting on-axis spectrum is proportional
to the single emitter spectrum. In BW direction (b), the spectral form-factor Equation (3.56)
depletes wavelengths smaller than the source length (here L = 30 µm).

3.4.3. Three dimensional Jefimenko approach
Let us now go one step further than the approximation of all emitting points of a
compound plasma source radiating the same spectrum. That is, we now include linear
propagation effects for the input field, but still neglect any feedback of generated
plasma and THz radiation on the linear propagating pump. First, we characterize the
linear propagation and then present numerical results.
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3.4. Extended plasma source

We assume a two-color input pulse

E (z = 0, r⊥, t) =A
√

1− ξE1(0, r⊥, t) cos (ω0t+ φ1)

+ A
√
ξE2(0, r⊥, t) cos (2ω0t+ φ2) , (3.57)

with the according envelopes

E1(0, r⊥, t) = exp
(
− t2

σ2
t,1

)
exp

(
− r

2
⊥
w2

1

)
exp

(
−ik(ω0)

2
r2
⊥
f

)
(3.58)

E2(0, r⊥, t) = exp
(
− t2

σ2
t,2

)
exp

(
− r

2
⊥
w2

2

)
exp

(
−ik(2ω0)

2
r2
⊥
f

)
(3.59)

being focused (focal length f) into the medium. Here, r⊥ = (x, y). Again, we assume
the input pulse duration σt,2 of the second harmonic to be smaller by a factor of√

2 compared to the fundamental σt,1. The same assumption is made for the input
width w2 = w1/

√
2. The envelopes are propagated according to the linear Maxwell’s

equations. We assume our pulse to propagate in z-direction and moderate focusing
lengths in the sense, that the paraxiality assumption k(ω)2 � k2

⊥ = k2
x + k2

y always
holds. Then the envelopes of our pump pulse at any spatio-temporal position (r, t)
are given by (j = 1/2 for fundamental/second harmonic) [81]

Ej (z, r⊥, t) =8π3

√√√√σt,j(0)
σt,j(z)

wj(0)
wj(z) exp (iφj(z)) (3.60)

× exp
(
− r2

⊥
wj(z)2 − i

k(j · ω0)
2

r2
⊥

Rj(z)

)
(3.61)

× exp
(
− t2

σt,j(z)2 − iCj(z) t2

σt,j(0)2

)
(3.62)

with beam width wj(z) and curvature Rj(z)

wj(z) = w(0)

√√√√(z − f
f

)2

+
(

2z
Lb,j

)2

, Rj(z) = z

(
Lb,j
2f

)2 (f−z
z

)2
+ 1(

Lb,j
2f

)2 (f−z
z

)
− 1

, (3.63)

pulse duration σt,j(z) and chirp Cj(z)

σt,j(z) = σt,j(0)

√√√√1 +
(

2z
Ld.j

)2

, Cj(z) = 2z
Ld.j

1 +
(

2z
Ld,j

)2
−1

, (3.64)
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dispersion length Ld,j and diffraction length Lb,j

Ld,j = σt,j(0)2

k2,j
, Lb,j = k(j · ω0)w2

j (0), (3.65)

and the phase φj(z) = φa,j(z) + φb,j(z) + φc,j(z) given by

tan[φa,j(z)] = −Lb,j2f , tan[φb,j(z)] = Lb,j(f − z)
2f 2 − 2z

Lb,j
, (3.66)

φc,j(z) = 1
2 arctan

[
2z
Ld,j

]
. (3.67)

The real-valued electric field for the propagated two-color pulse in the co-moving
reference frame is then obtained by

E(z, r⊥, t) = A
√

1− ξRe [E1(z, r⊥, t) exp (i (k(ω0)z − ω0(t+ k1(ω0)z)))]

+ A
√
ξRe [E2(z, r⊥, t) exp (i (k(2ω0)z − ω0(t+ k1(2ω0)z)))] . (3.68)

Once the two-color field is given for any spatio-temporal point, we can apply Equa-
tion (3.10) and Equation (3.23) for calculation of the charge and current distribution.
Then we use Jefimenko’s Equation (3.46) and calculate the radiated field. At this
point, we emphasize our main approximation again: the radiated field is completely
separated from the pump field, since no feedback of the radiated field on the linear
propagation of our input field is allowed.
The linear propagation is characterized in Figure 3.13 for a typical input pulse with

amplitude A = 4.5 GV/m, phases φ1 = 0, φ2 = π/2, relative strength ξ = 0.2,
width w = 25 µm and pulse duration σt = 34 fs being focused with a focal length of
f = 125 µm into argon gas.
The beam widths for the fundamental and second harmonic are plotted in Fig-

ure 3.13 a) versus propagation distance z. The widths reach their minimum of ≈ 2 µm
at the focal point at z = 125 µm. Accordingly, due to the spatial focusing the maxi-
mum amplitude of the electric field is found at z = f (Figure 3.13 c)).
Figure 3.13 b) illustrates the constant pulse durations for fundamental and second

harmonic over the whole propagation distance. Dispersive broadening does not occur
on that length scale due to the very large dispersion length of Ld = 55 m.
Finally, in Figure 3.13 d) the behavior of the phases φ1 of the fundamental and φ2

of the second harmonic is presented. When passing the focal point at z = 125 µm,
both phases experience the so-called Guoy phase jump of −π. Importantly, when
considering the relative phase φ = φ2 − 2φ1 (shown as red line), a phase jump of π is
found.
These observations lead to the following conclusions. As we learned before, for

significant THz emission a high electric field amplitude is necessary, due to the fact
of the charge generation depending highly nonlinear on the field amplitude. That
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Figure 3.13.: Characterization of pulse parameters for a linearly propagated input pulse
with amplitude A = 4×109 V/m, phases φ1 = 0 and φ2 = π/2, initial width w = 25×10−6 m
and w = 25/

√
2 × 10−6 m and duration σt = 34 fs for a focal length of f = 125 µm. The

widths in a) are minimal in the focus at z = 125 µm, causing maximal field amplitudes in the
focal region in c). Pulse durations in b) stay constant over the whole propagation distance.
The phases φ1 (blue line) and φ2 (green line) in d) undergo the Guoy phase jump, which
also occurs for the relative phase φ = φ2 − 2φ1 (red line).

is, we expect the main part of the THz radiation to be emitted closely around the
focal point. There however, the relative phase φ of fundamental and second harmonic
quickly changes. We know from Section 3.3, that the radiated spectra crucially depend
on the relative phase. Therefore, different points close to the focus emit different
spectra, which then interfere to the total spectrum. This raises the question, whether
our simple picture for the FW and BW spectra from above still holds, since there
we assumed all contributing points to radiate the same spectrum. We answer that
question in the following.
First, we confirm the assumption of the previous Section 3.4.2 of the emitting volume

being a line source to be reasonable. Since the plasma is emitting the THz radiation,
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we calculate the charge distribution of our focused input beam and investigate its
shape. Figure 3.14 shows the iso-electron-density surface for a density of 10% of the
maximum electron density ρat (single ionization), thus displaying the plasma volume,
which is mainly emitting THz radiation. Having a length of about 30 µm and a width

Figure 3.14.: Iso-electron-density surface for a density of 0.1ρat. The plasma channel is
obtained with the 3D Jefimenko approach for an input pulse with amplitude A = 4 GV/m,
phases φ1 = 0 and φ2 = π/2, initial waist w = 25 × 10−6 m and initial duration σt = 34 fs
being focused with f = 125 × 10−6 m into argon gas. The plasma channel’s transverse
extension of ≈ 2 µm is small compared to its length of ≈ 30 µm.

of 2 µm clearly justifies the radiating plasma source to be a line.
Lets now confront the prediction from the previous chapter with numerical results

for our exemplary input beam. We place screens 75 µm before and behind the focus
and record the spectrum in a plane transverse to the propagation direction by using
Jefimenko’s equation. The result can be found in Figure 3.15. In excellent agreement
with our predictions, the backward spectrum in Figure 3.15 a) is very narrow compared
to the forward one in Figure 3.15 b). Moreover, estimating the length L ' 30 µm of
the plasma channel (Figure 3.14) and evaluating Equation (3.56) leads to a backward
spectral 1/e width of ∆ν = 5 THz, which coincides with the numerical obtained
one in Figure 3.15 a). This agreement between analytical prediction and numerical
evaluation of Equation (3.49) also holds for various plasma channel lengths, as can
be seen in Figure 3.17 c). So also for a linearly propagating input pulse, interference
is the governing effect shaping the backward spectrum. Due to the narrow spectral
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extent of the backward spectrum, the ratio of on-axis backward and forward emitted
field amplitudes is only about 0.1 for the input pulse parameters from above. We
deduce, that THz radiation is mainly emitted in forward direction.
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Figure 3.15.: 3D Jefimenko approach: The spectrum in a) backward direction is narrow
due to destructive interference, in contrast to b), where the forward emitted spectrum is
governed by constructive interference. We used an input pulse with amplitude A = 4.5 ×
109 V/m, relative phase φ = π/2, initial waists w = 25× 10−6 m and w = 25/

√
2× 10−6 m,

duration σt = 34 fs and focal length f = 125× 10−6 m.

3.5. Propagated terahertz spectra
So far, we are able to model the spectrum of extended plasma sources. Moreover, we
already described linear propagation of the pump pulse under the assumption that
generated plasma and THz radiation is not affecting the pump pulse in turn. We now
advance further by including feedback on the pump pulse. Furthermore, we we do not
only include the analytically easily describable linear propagation effects of dispersion
and diffraction, which temporally and spatially broaden the pulse, but also account for
Kerr and plasma nonlinearities. The nonlinear propagation of the pump and generated
THz fields is no longer tractable in an analytical way. Thus, our aim is a numerical
description of THz radiation generated by propagating input pulses. Further on, we
want to characterize the influence of propagation effects on the THz spectrum.
The mathematical propagation models are introduced in Section 3.5.1. They are

applied in Section 3.5.2 and 3.5.3, where we evolve our understanding of THz spectra
from propagating input pulses. Finally we successfully compare numerical results to
a real experiment.
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3.5.1. Modeling the fields
We present two models for describing the emission of THz radiation from propagating
two-color input pulses. In contrast to the linear propagation of the input pulse in the
previous Section, we additionally include nonlinear propagation effects. Furthermore,
we do not exclusively propagate the pump, but also include nonlinear evolution of the
generated electric fields. In particular, the generated fields feed back on the pump,
which was neglected before.

3.5.1.1. Unidirectional pulse propagation equation

The unidirectional pulse propagation equation (UPPE) Equation (2.31) derived in
Section 2.2 models forward propagating fields beyond the paraxial and slowly varying
envelope approximation [64], when ignoring any z-components of the fields. It is valid
for all frequencies, including the optical and THz frequencies that are important in
the following. The UPPE for the Fourier transform of the electric field Ê (kx, ky, z, ω)
reads

∂zÊ = i
√
k2 (ω)− k2

x − k2
xÊ −

µ0

2k (ω)
(
ωĴf − iω2P̂NL

)
. (3.69)

The first term describes linear diffraction and dispersion, included via k(ω) = ωn(ω)/c
with the refractive index n(ω) for the here considered argon gas from [82]. In the
second term, we replaced

√
k(ω)2 − k2

⊥ → k(ω) (compare to Equation (2.31)) by drop-
ping the dependence of the prefactor on transverse wave numbers kx, ky. We checked
them to be of minor influence for the upcoming simulations in Figure 3.16. The
ratio k(ω)/

√
k(ω)2 − k2

⊥ in a) visualizes the factor we are missing when neglecting
k2
⊥ = k2

x + k2
y. These error have to be considered along with Figure 3.16 b), where

the nonlinear term
(
ωĴf − iω2P̂NL

)
is shown in the (ω, k⊥) plane. It mostly has sig-

nificant contributions in the (ω, k⊥) region where we make negligible errors, thus our
simplification is justified.
The nonlinear polarization

PNL (x, y, z, t) = 4
3
n2

0

(
n2

ρat−ρe
ρat

)
cµ0

ε0E (x, y, z, t)3 (3.70)

accounts for the optical Kerr effect with the nonlinear refractive index n2 [75]. The
current density consists of two contributions J (x, y, z, t) = Je+Jloss. The free electron
current Je is given by Equation (3.23)

J̇e (x, y, z, t) + 1
τc
Je (x, y, z, t) = q2

e
me

E (x, y, z, t) ρe (x, y, z, t) . (3.71)

The additional current density Jloss (x, y, z, t) is introduced to account for losses due
to ionization of the medium and therefore ensures total energy conservation. The
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Figure 3.16.: a) The ratio k(ω)/
√
k(ω)2 − k2

⊥ displays the missing factors, when replacing√
k(ω)2 − k2

⊥ → k(ω). b) The nonlinear term
(
ωĴf − iω2P̂NL

)
is negligible in erroneous

(ω, k⊥) regions. In particular, fields emitted in forward and backward direction (|k⊥| � k(ω))
are correctly described. The white lines depict |k(ω)| = |k⊥|, where k(ω)/

√
k(ω)2 − k2

⊥ is
diverging. We used a typical two-color pulse with ω0 = 2π × 375 THz, A = 30 GV/m,
ξ = 0.2, φ = π/2, w = 25 µm, σt = 34 fs.

energy consumed by ionization per volume and time unit is wst(ρat − ρe)Ui, where
Ui is the ionization energy of the gas under consideration. The according change of
energy density per time unit is JlossE, thus

Jloss (x, y, z, t) = wst (E (x, y, z, t)) (ρat − ρe (x, y, z, t))Ui
E (x, y, z, t) . (3.72)

Summarizing, the UPPE models forward propagating fields for all frequencies and
accounts for linear and nonlinear propagation effects. However, we deal with electric
field propagation in a partially ionized gas. The present charge introduces the plasma
frequency νp. The plasma is opaque for fields with frequencies below the plasma
frequency, i.e. fields with frequencies ν < νp are damped and can not propagate
through the plasma. Since (forward) propagating fields are the crucial assumption for
the derivation of the UPPE, it is not able to correctly describe these damped fields.
We have to be aware of these plasma damped fields when modeling pulse propagation
with the UPPE.

3.5.1.2. Finite-differences time-domain approach

In the Finite-differences time-domain (FDTD) approach ( [83, 84] and Appendix A),
we directly solve Maxwell’s equations. The FDTD method applies for fields emitted in
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3. Terahertz Generation by Ionizing Two-Color Laser Pulses

all directions and is not limited by paraxial or slowly varying envelope approximations.
Due to computational limitations we resort to two spatial dimensions, where we model
the evolution of transversely polarized electric (TE) fields by

µ0
∂Hx

∂t
=∂Ey
∂z

, −µ0
∂Hz

∂t
= ∂Ey

∂x
,

∂Dy

∂t
+ Je =∂Hx

∂z
− ∂Hz

∂x
.

(3.73)

Linear dispersive properties of argon are included via D̂y(ω) = ε0n
2(ω)Êy(ω), where we

use the refractive index n(ω) given in [82]. In all FDTD calculations we neglect Kerr
nonlinearities, because they play a minor role for THz generation in the upcoming
simulations. In contrast to UPPE, the FDTD approach naturally includes plasma
opacity and can be used for cross-checking results from UPPE.

3.5.2. Nonlinear propagation in the two dimensional
finite-difference time-domain approach

So far, we modeled the propagation of the pump laser pulse in linear approximation.
In particular, we did not consider any feedback of the generated plasma on the pump.
Let us now check, whether the inclusion of nonlinear propagation effects and feedback
on the pump pulse changes the characteristic differences for FW and BW fields from
Section 3.4. In order to be able to describe both FW and BW fields, we model the
2D TE field evolution by means of the finite-difference time-domain method (previous
Section 3.5.1.2). As outlined before, only plasma nonlinearities are included, since Kerr
nonlinearities are of minor influence in the present setup. Results are to be compared
to the ones obtained in Section 3.4.3, where we linearly propagated the pump pulse
without any feedback. For having comparable situations, that is in order to obtain a
comparable radiating plasma channel, we adjust in our input pulse Equation (3.57)

E (z = 0, r⊥, t) = A
√

1− ξE1(0, r⊥, t) cos (ω0t+ φ1) (3.74)

+ A
√
ξE2(0, r⊥, t) cos (2ω0t+ φ2)

E1(0, r⊥, t) = exp
(
− t2

σ2
t,1

)
exp

(
− r

2
⊥
w2

1

)
exp

(
−ik(ω0)

2
r2
⊥
f

)
(3.75)

E2(0, r⊥, t) = exp
(
− t2

σ2
t,2

)
exp

(
− r

2
⊥
w2

2

)
exp

(
−ik(2ω0)

2
r2
⊥
f

)
(3.76)

the amplitude to A = 13.6 GV/m, the pulse width to w = 32 µm and keep all other
parameters unchanged.
A general overview is shown in Figure 3.17 d), where a snapshot of the emitted

THz fields (ν < 100 THz) is shown. It illustrates the strong/weak emission in for-
ward/backward direction, again with a THz field amplitude ratio between backward
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3.5. Propagated terahertz spectra

and forward fields of about 0.1. Additionally, the generated plasma line is shown,
whose length can be estimated to L ' 30 µm. The resulting spectra are recorded at
screens located 60 µm before and behind the focal point and are presented in Fig-
ure 3.17 a) and b). Once more, we observe a very narrow spectrum in backward
direction compared to the broad one in forward direction. Estimating the on-axis
backward spectral width gives again ∆ν ' 5 THz, in excellent agreement with the
widths estimated by linear propagation in Section 3.4.3 as well as by the simple line
source setup in Section 3.4.2. Moreover, this agreement also holds for different plasma
channel lengths, as shown in Figure 3.17 c).
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Figure 3.17.: 2D FDTD simulations: tera-hertz spectra |Ê(ν)| of a) BW and b) FW emit-
ted fields. c) On-axis BW spectral width vs. plasma channel length L from Equation (3.56)
(solid line), 2D FDTD calculations (blue circles), and 3D Jefimenko approach (red crosses).
d) Snapshot of the emitted THz fields (< 100 THz) and the plasma channel, illustrating the
strong (weak) emission in FW (BW) direction. The input pulse is characterized by ampli-
tude A = 13.6 GV/m, phases φ1 = 0 and φ2 = π/2, initial waist w = 32 × 10−6 m, pulse
duration σt = 34 fs and focal length f = 125× 10−6 m.

In conclusion, by solving Maxwell’s equations we found that THz radiation is mainly
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3. Terahertz Generation by Ionizing Two-Color Laser Pulses

emitted in forward direction. The emission in backward direction is about one order of
magnitude smaller in amplitude. We previously showed that this difference in forward
and backward direction is due to destructive interference of radiation originating from
different points in the plasma line source. Here, we confirmed that neither linear nor
nonlinear propagation effects change that mechanism. Therefore, resorting to model
forward propagating fields only is justified. By doing so, the numerical effort can be
significantly reduced.

3.5.3. Results from the unidirectional pulse propagation equation
Since THz radiation is mainly emitted in forward direction, we now resort to modeling
forward propagating fields only to reduce numerical costs. We use the unidirectional
pulse propagation Equation (3.69) from Section 3.5.1.1. Before doing so, we will
validate UPPE results against FDTD calculations, because of the following consid-
erations. In contrast to the FDTD method applied above, UPPE does not correctly
describe the opacity of the electron plasma for frequencies below the plasma frequency
2πνp =

√
ρeq2

e/ε0me. Therefore, the question arises, what impact the opacity of the
plasma has when modeling the fields with the UPPE equation. While plasma opacity
is of little influence for the IR pump, it is important in the THz regime.
For the (with regard to plasma opacity) correctly treated 2D setups above, we

find a plasma frequency of νp ≈ 45 THz, which reaches well into the spectral range
of our THz spectra. Despite that, the THz spectra seem not to be influenced by
the plasma opacity. Since the radiating plasma channel was found to be small in
transverse direction (about 2 µm) and the emitted THz radiation is strongly diffracting
(diffraction length Lb ' 3 µm at 40 THz and a width of 2 µm), a possible explanation is
that THz radiation can just diffract around the narrow opaque region and the observed
interference still governs the spectral shapes.
Nevertheless, we want to check the influence of possibly broader plasma channels.

Therefore, we change our setup to the extreme case of one dimension, where diffraction
in transverse directions around the opaque regions is not possible. Thus we neglect
all transverse spatial dependencies. We launch two-color pump pulses into a vacuum
followed by a 1 mm thick argon layer. This allows us to record backward spectra in
FDTD simulations. In addition, we compare results obtained with FDTD to those
from the UPPE approach, since plasma opacity is not included in the UPPE. This
gives an impression of the kind of error we make when incorrectly treating opaque
plasma. In UPPE we will also include third order polarization responsible for the
optical Kerr effect, which was neglected in FDTD simulations.
Figure 3.18 shows pump pulses with σt = 34 fs, ξ = 0.2, φ = π/2 and amplitudes

A = 34.7 GV/m and A = 51.4 GV/m launched into argon at pressure p = 1 bar
(atomic number density ρat = 2.7 × 1025 m−3) and p = 5 bar (atomic number
density ρat = 13.5 × 1025 m−3), respectively. The plasma, generated in the 1 mm
long argon layer, is opaque for frequencies below νp = 22 THz (A = 34.7 GV/m,
ρmax

e = 6×1024 m−3) and νp = 104 THz (A = 51.4 GV/m, ρmax
e = 13.5×1025 m−3). It
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turns out that for the forward emitted THz radiation the opacity of the plasma plays
almost no role, we obtain excellent agreement between FDTD and UPPE simulations
[see Figure 3.18(a,b)]. The reason for this effect is detailed in Figure 3.18(c): the THz
field is emitted before the plasma builds up, thus no damping influences its further
forward propagation. In contrast, in BW direction plasma-opacity is important and
only frequencies above the corresponding plasma frequencies can propagate through
the already built up plasma. Therefore, in 1D geometry Equation (3.56) which is
describing the interference is applicable only for freely propagating frequencies above
ν > νp. Calculating the spectral shape according to Figure 3.12 and Equation (3.56)
for a plasma length of 1 mm and considering frequencies ν > νp only, entirely destruc-
tive interference is expected. Indeed, this can be seen from the cutoffs of the backward
spectra at the corresponding plasma frequencies in Figure 3.18(d). Below these fre-
quencies νp, radiation originates from the front-side of the plasma layer only, since
contributions from deeper inside are damped away. Therefore, for these frequencies
the effective plasma length is much shorter than 1 mm, leading to broader spectra as
depicted in Figure 3.18(d).

3.5.3.1. Confrontation with experiment

After convincing ourselves, that the UPPE approach is well suited for describing THz
emission, let us confront simulation results with a real experimental setup [26]. In the
experiment, a Ti:sapphire laser system produces 40 fs pulses with a repetition rate
of 1 kHz at central wavelength 800 nm and energies of ∼ 300 µJ. These pulses with
8 mm diameter are focused by an achromatic lens with a focal length of 40 mm. At
7 mm before the focus a 0.1 mm thin β-barium borate (BBO) crystal cut for type I
second harmonic generation is inserted into the beam. This whole setup is placed in
an chamber filled with argon at pressures between 1 and 1000 mbar. THz radiation
emitted from the plasma volume in the focal spot is collected by a parabolic mirror
of 25.4 mm diameter at a distance equal to its focal length of 12.7 mm. The intensity
interferograms were recorded with a mercury cadmium telluride (HgCdTe) detector
by varying the path difference between the two arms of a Michelson interferometer.
THz spectra were then derived by Fourier transformation.
The experimental situation is modeled by considering two-color Gaussian input

beams of the form of Equation (3.74) with waist w = 100 µm, duration σt = 14.1 fs
(=̂40 fs FWHM) and central wavelength λ = 800 nm. The relative strength of the
second harmonic at 400 nm is estimated from the experiment to ξ = 0.1, its pulse
duration and waist are by a factor of

√
2 smaller than the ones of the fundamental. The

energy was 300 µJ. The relative phase is chosen φ = 0 initially and, of course, changes
upon propagation. We numerically focus the pulse into argon with a focal length
f = 0.5 mm, in order to have comparable w/f ratios in experiment and simulation.
A numerical illustration of the situation at pressure p = 200 mbar is given in Fig-

ure 3.19. The evolution of the plasma density is shown in a), where the input field
exceeds the ionization threshold shortly after the starting point of the simulation at
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Figure 3.18.: 1D simulations: FW tera-hertz spectra for (a) A = 34.7 GV/m at 1 bar and
(b) A = 51.4 GV/m at 5 bar from FDTD simulations (black solid line) and UPPE simulations
with (dashed red line) and without (dotted line) third order nonlinear polarization included.
The insets show the complete spectra. (c) UPPE results illustrate that tera-hertz emission
(solid black line) takes place mainly at the ionization front (dashed red line). (d) shows BW
tera-hertz spectra for parameters used in (a) (solid line) and (b) (dashed line), both obtained
from FDTD simulations. All spectra are normalized to |Êin (ν = 375 THz)|.

z = 0 mm and forms a narrow, 0.7 mm long plasma channel. The present THz
fields (ν < 80 THz) at the beginning (z = 0.2 mm) and after the plasma channel
(z = 1.0 mm) are shown in Figure 3.19 b) and c), respectively. We deduce, that THz
fields are generated inside the plasma channel in the focal region, where they reach
amplitudes of the order of GV/m. Upon propagation they do strongly diffract.
The dependence of the THz spectra on gas pressure is shown in Figure 3.20. The

measured spectra for pressures between 0 and 1000 mbar are shown in Figure 3.20
a) for frequencies the HgCdTe detector is sensitive for, that is for frequencies rang-
ing from 20 THz to 170 THz. For the comparison of experiment with simulation,
this high frequency part of the spectra is the most relevant one, since the spectral
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3.5. Propagated terahertz spectra

Figure 3.19.: a) The plasma channel. The iso-electron-density surface at ρ = 5× 1017 cm3

is shown for 200 mbar gas pressure and confirms the line shape of the plasma channel. The
computed THz fields for ν < 80 THz at b) z = 0.2 mm and c) z = 1.0 mm show the THz
radiation being emitted in the plasma channel.

shape depends on the gas pressure for these frequencies. These spectra correspond to
fields emitted in the focal region of length . 0.3 mm of the parabolic mirror . The
depleted spectra for small pressures indicate the plasma and not the sum frequency
process being responsible for THz generation. For rising pressures up to 300 mbar,
the spectra are broadening significantly. From 500 mbar onwards, the spectral width
stays rather constant. The overall THz yield is depicted in Figure 3.20 e), showing
a linear increase, before saturating at 400 mbar. An exemplary low frequency spec-
trum measured by electro-optic sampling at 1000 mbar ( Figure 3.20 c)) possesses a
characteristic maximum at 5 THz, matching the numerical one (Figure 3.20 d)).
These findings are compared to simulation results in Figure 3.20 b) and d). The

spectra are computed by integrating over the transverse coordinates x, y. Excellent
agreement with the experiment can be reported for pressures below 500 mbar and fields
generated at propagation distance z ≈ 0.2 mm. THz fields generated at larger propa-
gation distance are spectrally much broader, therefore we deduce, that the parabolic
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3. Terahertz Generation by Ionizing Two-Color Laser Pulses

mirror in the experiment images the leading part of the plasma channel. The overall
THz yield matches the experimental one Figure (3.20 e)) for pressures up to 400 mbar.
The numerical yield is calculated directly at z = 0.2 mm, in contrast to the experi-
ment, where THz losses due to further propagation towards the mirror are probably
responsible for the observed saturation.
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Figure 3.20.: THz spectra from experiment a) and from simulations b) for pressures be-
tween 1 and 1000 mbar. c) depicts an experimental low-frequency spectrum at 100 mbar
measured by electro-optic sampling in ZnTe, corrected for the frequency dependent detector
response [85]. d) compares experimental (solid lines) and theoretical (dashed lines) spectra
for different pressures. The dependence of the overall THz yield on pressure is shown in e) for
experiment (solid line) and simulation (dashed line). The shaded regions in a)-d) represent
regions where no experimental data are available.

Let us finally interpret the experimental and numerical finding of the strong pressure
dependence of THz spectra. It can not be explained within our local current approx-
imation, since there, varying the pressure would lead to a mere amplitude scaling
of the current. Therefore, it must emerge from pressure dependent nonlinear prop-
agation effects. It turns out, that the spectral broadening of the fundamental and
second harmonic is too small to explain the strong pressure dependence. However,
due to the generated plasma, a change in the nonlinear refractive index is induced.
This change causes small blue shifts in the central frequencies [86,87]. These shifts are
about 1 THz in the fundamental and 0.4 THz in the second harmonic at a propagation
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distance z = 0.2 mm for 400 mbar and strongly depend on the generated plasma, i.e.
gas pressure. As we learned in a previous section, these frequency shifts can cause the
spectral maximum to shift to higher frequencies. However, the needed spectral shifts
of δν & 20 THz for a significant shift of the spectral maximum in the local spectrum
approximation are much larger than the shifts observed here. But the local spectrum
approximation does not take any feedback of generated radiation into account, thus
different values are not surprising. Furthermore, upon propagation, the relative phase
between fundamental and second harmonic changes, which again can alter the spectral
shape. Thus in the present setup, different spectral shapes originating from different
spatial points are added and averaged, leading to the strong spectral broadening.

3.6. Summary and outlook
We characterized the THz radiation that is generated when focusing an ionizing two-
color pulse into a gas. We demonstrated, that the physical process of frequency con-
version as well as the process of a radiating plasma current are able to generate THz
radiation in such a setup. We confirm that the plasma current is the governing mech-
anism and therefore focus on the analysis of this mechanism. In the local spectrum
approximation, we were able to analytically deduce, that the radiated THz spectrum
is an interference of many single spectra. These single spectra correspond to short
burst of radiation. This radiation is emitted during short, well separated periods of
time close to an ionization event at which the charge density increases step-wise. This
understanding allowed us to explain the observed local spectra. In a next step, we
considered extended sources and subsequently included propagation effects of the in-
put pulse as well as of the radiated THz field. By advancing from merely shifting
the input pulse along an assumed propagation direction in Section 3.4 via directly
solving Maxwell’s equations with the FDTD method in Section 3.5.2 to the evolution
of the fields with the unidirectional pulse propagation equation UPPE in Section 3.5.3
we revealed the propagation direction of the input pulse to be the main direction of
THz emission. Finally, we confronted experimental results with simulation results ob-
tained from the UPPE approach and observed excellent agreement. In summary, we
are able to make well-grounded, reliable predictions for THz spectra with the UPPE
approach and above all are able to explain their structure within the framework of the
photo-current mechanism.
A point for further improvement would be to go beyond considering linearly po-

larized light only. Then, vectorial effects in the propagation of the fields have to be
accounted for. These can lead to emission of THz radiation not only in forward direc-
tion. Thus, on the one hand the UPPE approach renders inapplicable and a treatment
with the FDTD method is mandatory. There, room for advancement lies in the imple-
mentation of demanding numerics. On the other hand, accounting for vectorial effects
opens new possibilities for optimization of the THz yield, or for engineering the spec-
tral shape. One can think of, e.g. radially polarized light. Moreover, the analytical
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description can be refined to handle the new challenges that arise in such setups.
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4. Self-Compression of Ultra-Short
UV-Pulses in a Self-Defocusing
Gas

4.1. Introduction
The common property of laser pulse compression schemes is the utilization of nonlinear
effects the pulse undergoes upon propagation. The omnipresent idea of these schemes
is to broaden the pulse spectrum and ensure a flat spectral phase at the same time.
Among others, such as frequency conversion in filaments [32] or cascading quadratic
nonlinearities [33–35], the spectral broadening ability of self phase modulation (SPM)
is often exploited in the guided configuration (waveguides, fibers). The resulting phase
can be compensated by applying some post compression mechanisms such as Bragg
gratings and chirped mirrors or, even more convenient, by a counteracting term on
the phase contributions, that is in our case the group velocity dispersion (GVD).
The simplest model that captures both processes is expressed by the famous non-

linear Schrödinger (NLS) equation for the slowly varying envelope of an optical pulse
E(z, t): ∂zE = −ik2Ett/2+iγ|E|2E . Here, k2 = ∂2k(ω)/∂ω2|ω=ω0 is the GVD coefficient
at center frequency ω0 and γ = n2ω0/c is the Kerr coefficient with index n2 ∝ χ(3) de-
fined by the relevant diagonal element of the third-order susceptibility tensor χ(3). The
standard case described above would be anomalous GVD (k2 < 0) counteracting on
positive Kerr response (γ > 0), since a negative second derivative of the wave number
k2 is more common than a negative γ. Trying to transfer this ”solitary compression
mechanism” to the unguided bulk setup gives rise to problems due to self-focusing
and subsequent collapse of the beam in the transverse spatial directions. Resolving
this problem and still sticking to the ”solitary compression” (phase cancellation due
to different signs of GVD k2 and SPM γ) means to ensure a negative γ. Indeed,
negative values for the Kerr response can be found, e.g., in the UV near two pho-
ton resonances in Xe [41]. However, the strong dispersion of the nonlinearity near
these resonances questions the compression mechanism which is based on a constant
nonlinearity. Nevertheless, it was shown recently [44] and will be elucidated in more
detail in this chapter, that the basic compression mechanism survives these obstacles.
Moreover, we will present an alternative scenario where pulse compression is actually
caused by the nonlinear dispersion, while the Kerr index n2 approaches zero at center
wavelength.
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We start with the presentation of the basic "solitary compression" scheme within
the NLS framework and will introduce fundamental terms in Section 4.2. Then, the
governing equation for the following analysis is derived in Section 4.3, where we partic-
ularly concentrate on the dispersive property of the nonlinearity ∼ χ(3). In Section 4.4
we deal with a purely temporal setup in order to reveal the influence of nonlinear
dispersion on pulse dynamics. In a last step, we analyze self-compression in the full
spatio-temporal setup in Section 4.5 and finally conclude in Section 4.6.

4.2. Basic idea of self-compression
Here, we introduce the "solitary compression" scheme, which constitutes the funda-
mental idea for the following sections. The simplest model that describes compression
is based on the NLS equation (2.55), whose derivation is already given in Section 2.4.
A more detailed justification can be found in Section 4.4. We proceed with the expla-
nation of the basic idea by explaining the spectral broadening capability of the SPM
mechanism in Section 4.2.1. Then the inherent problem of standard setups is demon-
strated in Section 4.2.2: transverse spatial collapse of the laser pulse. A possibility to
resolve that obstacle is presented by example in Section 4.2.3.

4.2.1. Self phase modulation
In the following, we briefly review the mechanism for temporal compression in the
NLS. For that purpose we neglect any transverse spatial dependencies and normalize
by

E(z, t) =
√
I0e(z, τ) t = τ0τ. (4.1)

Here, E0 and τ0 are the envelope amplitude and duration, respectively. Then, we deal
with the dimensionless one dimensional NLS

∂ze = −isgn(k2)
Ld

∂2
t e+ i

sgn(n2)
LNL

|e|2e, (4.2)

where we introduced the dispersion length Ld and the nonlinear length LNL

Ld = 2τ 2
0
|k2|

LNL = c

ω0|n2|I0
. (4.3)

Ld and LNL provide the length scales over which dispersive and nonlinear effects be-
come important. We use that property to illustrate how the pulse evolution is affected
by either the dispersion or the nonlinear term.
For Ld � LNL the dispersion term is negligible and pulse evolution is dominated by

the nonlinear term. Then, the NLS is solved by

e(z, τ) = e(0, τ) exp(iφNL(τ)) φNL(τ) = |e(0, τ)|2 z

LNL
. (4.4)
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4.2. Basic idea of self-compression

We learn, that the temporal profile e(z, τ) keeps its initial shape e(0, τ) for all propa-
gation distances and only a self similar, time dependent phase φNL(τ) is accumulated
upon propagation. Therefore, this effect is termed self phase modulation (SPM). The
SPM induced time dependent phase leads to spectral broadening in Fourier domain,
as shown in Figure 4.1 b). This gets clear, when considering instantaneous frequency
shifts given by

δω = ∂τφNL(τ) = z

LNL
∂τ |e(0, τ)|2. (4.5)

With increasing propagation distance these shifts grow, that is new frequency com-
ponents are continuously generated upon propagation. Such a broadened spectrum is
a prerequisite for a short pulse in time domain. Unfortunately, the newly generated
spectral components exhibit different spectral phases as shown in Figure 4.1 d). Only
a flat spectral phase ensures that all frequency components are present at the same
time and form a short pulse in time domain. In particular, the sign of the spectral
phases depends on the sign of n2, as it enters the solution via LNL.
When Ld � LNL then the pulse evolution is purely dispersive. Without the nonlin-

ear term, the NLS is readily solved by

ê(z, ω) = ê(0, ω) exp
(
i
sgn(k2)
Ld

ω2z

)
(4.6)

in Fourier domain. It is obvious, that the spectral shape stays constant (see Figure 4.1
a)). Only a spectral phase is added upon propagation (see Figure 4.1 c)). Similarly
as before, sgn(k2) determines the sign of the spectral phases.
Knowing these two effects the dispersive and nonlinear term have on pulse evolution

renders the mechanism for pulse compression obvious: SPM is used to broaden the
spectrum. The resulting spectral phases are canceled by spectral phase contributions
from the dispersive term. For that, we have to ensure different signs of k2 and n2.
In particular, when adjusting pulse parameters E0 and τ0 correctly the length scales
Ld and LNL are on the same order. Additionally choosing a special input shape
e(z = 0, τ) leads to a situation, where phase contributions from the nonlinear and
dispersive term cancel and the input pulse propagates with constant shape. These
extraordinary pulses are called solitons. However, there exists a whole class of soliton
solutions, e.g. whenever the ratio between dispersion and nonlinear length matches
certain integer numbers N , the pulse shape undergoes periodic modulations, including
compression stages and one speaks of N soliton solutions (see Section 4.4.3). These
special solutions, also based in the interplay of SPM and dispersion reason the term
"solitary compression". For ensuring different signs of k2 and n2, the standard case
is anomalous GVD k2 < 0 counteracting on positive n2 > 0, since a negative second
derivative of the wave number k2 is more common than n2 < 0. However, dealing with
n2 > 0 introduces a serious problem, as demonstrated in the following.
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Figure 4.1.: Illustration of the effect of dispersion and self-phase modulation on pulse evo-
lution. Purely dispersive propagation: a) The input spectral intensity |ê(z = 0, ω)|2 (red
line) is identical to the propagated one (blue line). c) Only a quadratic spectral phase is ac-
cumulated. In contrast, the exclusively nonlinear propagation: b) The input spectrum (red
line) is broadened upon propagation (blue line) with d) a varying phase in Fourier domain.

4.2.2. Spatial wave collapse
In the following we introduce the phenomenon of spatial self-focusing and subsequent
collapse in the transverse direction. In order to illustrate the mechanism, we may
disregard temporal dependencies, thus the dispersion term −ik2

2 ∂
2
t E in the NLS Equa-

tion (2.55) is neglected and

∂zE = i

2k0
∇⊥E + i

ω0

c
n2|E|2E (4.7)

describes the pulse propagation. Comparing the nonlinear term of this three dimen-
sional NLS with the second term on the r.h.s. of the forward Maxwell propagation
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4.2. Basic idea of self-compression

Figure 4.2.: a) The intensity dependent refractive index variations are illustrated for n2 >
0. b) and c) depict the peak intensity of a Gaussian input pulse and after some propagation,
respectively. The picture is taken from [39].

Equation (2.28) reveals, that the nonlinear contribution to the refractive index n2|E|2
is intensity dependent. As depicted in Figure 4.2 a), this intensity dependence leads
to index variations proportional to the intensity profile |E|2. For n2 > 0 the refractive
index is increased. Optical rays are diffracted towards high index regions, which leads
to transverse compression. On the other hand, the term i

2k0
∇⊥E is responsible for

linear diffraction which eventually broadens the beam in space. However, when the
power of the input profile Pin =

∫
|E|2dr exceeds a critical power [39,40]

Pcr = 3.72λ2
0

8πn0n2
, (4.8)

the transverse compression overcomes linear diffraction and the beam self-focuses as
illustrated for a Gaussian beam in Figure 4.2 b) and c). The width decreases as the
amplitude E diverges. Finally, the Gaussian beam reaches (formally) zero width at [40]

zc = 0.367z0√(√
Pin
Pcr
− 0.852

)2
− 0.0219 + 0.367 z0

f

(4.9)

where z0 = k0w
2
0/2 and f are the diffraction and focal length of a Gaussian beam,

respectively.
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4. Self-Compression of Ultra-Short UV-Pulses in a Self-Defocusing Gas

Figure 4.3.: Demonstration of the possibility of self-compression for k2 > 0 and n2 < 0.
A Gaussian pulse with τ0 = 100 fs, Pin = 24 MW and width w = 0.3 mm was focused
f = 1 m into a medium with k2 = 13.12 fs2/cm, n2 = −1.56 × 10−17cm2/W (xenon in
NLS approximation at λ = 243 nm). The pulse not only temporally compresses on-axis as
depicted in a), but also in terms of power as proven in b).

4.2.3. Demonstration of bulk self-compression
As we just revealed, compressing pulses with our above compression scheme with
k2 < 0 and n2 > 0 leads to inevitable spatial collapse. The setup we are looking for
has to inhibit spatial collapse and therefore has to ensure n2 < 0 and k2 > 0. This is
indeed possible (see Section 4.3.2), but here we assume a given n2 < 0 and k2 > 0 and
numerically demonstrate the compression scheme. Figure 4.3 demonstrates temporal
compression in such a setup. In a) the on-axis intensity is plotted versus propagation
distance. The initially long pulse temporally compresses down to ∼ 15 fs after 1m of
propagation. By plotting the spatially integrated pulse profile, Figure 4.3 b) illustrates
that temporal compression not only occurs on-axis, but over the full transverse spatial
width.
The promising results motivate the detailed analysis which is performed in the

following.

4.3. Specification of the governing equation
We specify the basic equation for modeling pulse self-compression as it is used for
the considerations in the following Sections. In particular, we provide the material
responses to meet the unusual situation of k2 > 0 and n2 < 0.

4.3.1. Forward propagation equation for the complex field
We start our derivation with Equation (2.49) for the complex envelope of the forward
propagating electric field in the co-moving reference frame. Furthermore, for the
intensities in the upcoming analysis ionization is negligible, thus assuming ρf = 0
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4.3. Specification of the governing equation

and Jf = 0 is justified.
With regard to the polarization Equation (2.17), we are only interested in contribu-

tions having approximately the same frequency ω0 as our initial pulse and there-
fore omit terms responsible for higher order harmonics generation. This is justi-
fied, since the higher harmonic frequencies occur with a large phase mismatch, e.g.
k(3ω0) 6= 3k(ω0) for the third harmonic, and therefore do not contribute to pulse prop-
agation. After introducing the envelopes Ê in Equation (2.17), the resulting expression
for a dispersive third order nonlinear polarization in Fourier domain is

P̂NL(ω) = ε0s
3/2
∫∫

dω1dω2χ
(3) (−ω;ω − ω1 − ω2, ω2, ω1)

× 3Ê(ω̄1)Ê(ω̄2)Ê∗(ω̄1 + ω̄2 − ω̄)ei(k0+k1ω̄)z. (4.10)

Then, the propagation equation for the slowly varying complex envelope reads

∂zÊ = i

2k (ω)∇
2
⊥Ê + i [k (ω)− k0 − k1ω̄] Ê + 3iω2s

2k (ω) c2

∫∫
dω1dω2

× χ(3) (−ω;ω − ω1 − ω2, ω2, ω1) Ê(ω̄1)Ê(ω̄2)Ê∗(ω̄1 + ω̄2 − ω̄). (4.11)

Note, that we explicitly kept the dispersion in the nonlinearity χ(3) in order to
analyze its influence on pulse compression.

4.3.2. Material model
In the following analysis, we take the linear dispersion for Xe from [88], given by

k (ω) =ω
c

1 + 121.461
106

(
25.6

46.301− λ−2 + 23.8
59.578− λ−2 + 523.770

112.860− λ−2

), (4.12)

where λ = 2πc/ω is in 10−6m. It results from fitting experimental data with the
microscopic Lorentz-Lorenz theory for the polarizability [89, 90]. Its range of validity
reaches down to wavelengths of 230 nm, which justifies the application in the following,
where we deal with wavelengths ∼ 240 nm.
The nonlinear dispersion χ−ω;(3) (ω − ω1 − ω2, ω2, ω1) is taken from [42]:

χ3 (−ω;ω − ω1 − ω2, ω2, ω1) = 4π3N0

3ε0h3

∑
β 6=0

ω0β − ω2 − ω1 + iΓ
(ω0β − ω2 − ω1)2 + Γ2 (4.13)

×
[∑

α

µ0αµαβ
ω0α − ω

][∑
α′

µ0α′µα′β
ω0α′ − ω1

]
−
[∑

α

µ0αµα0

ω0α − ω

][∑
α′

µ0α′µα′0
(ω0α′ − ω2)(ω0α′ − ω1)

].
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parameter value
intermediate state resonance energy ω01 [s−1] 68045× (2πc)× 102

intermediate state resonance energy ω02 [s−1] 83890× (2πc)× 102

two photon resonance energy ω03 [s−1] 80119× (2πc)× 102

two photon resonance energy ω04 [s−1] 79200× (2πc)× 102

two photon resonance energy ω05 [s−1] 78120× (2πc)× 102

two photon resonance energy ω06 [s−1] 88843× (2πc)× 102

dipole moment µ01 [Cm] 3.4× qel × 10−7

dipole moment µ02 [Cm] −2.6× qel × 10−7

dipole moment µ13 [Cm] 9.9× qel × 10−7

dipole moment µ14 [Cm] 8.0× qel × 10−7

dipole moment µ15 [Cm] 1.35× qel × 10−6

dipole moment µ16 [Cm] −4.1× qel × 10−6

dipole moment µ23 [Cm] −2.8× qel × 10−6

dipole moment µ24 [Cm] −4.7× qel × 10−7

dipole moment µ25 [Cm] −9.2× qel × 10−7

dipole moment µ26 [Cm] −1.85× qel × 10−6

two photon resonance width Γ [s−1] 0.74× (2πc)× 102

gas number density N0 [m−3] 2.7× 1025

Table 4.1.: Numerical values for the parameters of the nonlinear dispersion according to
Equation (4.13)

Here ω0α and ω0β are the single and two-photon resonance frequencies, respectively,
and µ0α and µαβ are dipole moments for ground-intermediate and intermediate-final
state transitions. Furthermore, Γ denotes the line width and N0 the atomic density.
Numerical values are summarized in Table 4.1. The nonlinear dispersion follows from
standard quantum mechanical calculations [45] by additionally accounting for enhance-
ment of the susceptibility due to two-photon resonances in xenon around 249 nm [41].
Equation (4.13) applies to frequencies close to, but not at the resonances. For an exact
calculation of the susceptibility the time dependent Schrödinger equation has to be
solved (see Section 5). Therefore, the functional dependency and values of χ(3) used
here are just a semi-qualitative description, allowing to study the effect of nonlinear
dispersion on the general compression scheme.

4.4. (1+1)-dimensional setup
In a first approach we want to investigate purely temporal influence of the dispersive
nonlinearity on pulse dynamics, thus skipping the transverse spatial derivatives (∇2

⊥)
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Figure 4.4.: Frequency dependence of the nonlinearity

in Equation (4.11). Even if the numerical solution of this equation is straightforward,
it does not elucidate the underlying mechanisms for compression. In order to get
some deeper insight, we include subsequently increasing orders of nonlinear dispersion,
originating from a Taylor expansion around the central frequency ω0:

χ(3) (−ω;ω − ω1 − ω2, ω2, ω1) = χ
(3)
0 + χ

(3)
1 ω̄1 + χ

(3)
2 ω̄2 + χ

(3)
3 ω̄ + . . . , (4.14)

where ω̄j = ωj − ω0 and

χ
(3)
0 = χ(3) (−ω0;−ω0, ω0, ω0) ,
χ

(3)
1,2 = ∂ω1,2χ

(3) (−ω;ω − ω1 − ω2, ω2, ω1)|ω1=ω2=ω=ω0 ,

χ
(3)
3 = ∂ωχ

(3) (−ω;ω − ω1 − ω2, ω2, ω1)|ω1=ω2=ω=ω0 .

By doing so, we are able to attribute specific effects to the corresponding orders of
nonlinear dispersion. In a first step, we neglect nonlinear dispersion (χ(3)

1,2,3 = 0)
and explain the basic mechanisms of compression occurring in this case. In a second
step, first order terms of nonlinear dispersion are included and their influence upon
compression is investigated. Finally, the results are compared with the ones obtained
from the fully dispersive (1+1)-dimensional model.
As mentioned above, we are interested in setups with negative n2 ∼ χ(3), which can

be found near resonances in Xe [see Figure 4.4]. So for the coming simulations, we in-
troduce the abbreviation ω−− = 7.73×1015 s−1 for the characteristic central frequency
ensuring a negative n2 and additionally ω00 = 7.91× 10−15 s−1 for investigations with
vanishing n2. That is, a laser pulse with central frequency ω0 = ω−− experiences de-
focusing as well as effects originating from nonlinear dispersion, whereas a pulse with
central frequency ω0 = ω00 lacks the usual Kerr effect ∼ n2 = 0 and only undergoes
nonlinear dispersive modulations.
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4.4.1. Model equations
4.4.1.1. The NLS equation

We now summarize approximations to Equation (4.11) without the transverse Lapla-
cian and here deal with the one dimensional nonlinear Schrödinger (NLS) equation.
First, only the leading order of linear dispersion is kept, that is

k (ω)− k0 − k1ω̄ ≈ k2ω̄
2/2. (4.15)

Second, we neglect nonlinear dispersion and due to the smallness of the imaginary
part Im

[
χ

(3)
0

]
� Re

[
χ

(3)
0

]
(see Table 4.2) we have

χ(3) (−ω;ω − ω1 − ω2, ω2, ω1) ≈ Re
[
χ

(3)
0

]
. (4.16)

Finally we neglect the dispersion of the linear refractive index n(ω) ≈ n(ω0) = n0.
Together with the definition of the wave number k(ω) = ωn(ω)/c, the frequency
dependency of the prefactor of the nonlinearity can be omitted:

ω2

c2k (ω) = ω0 + ω̄

cn0
= ω0

cn0
, (4.17)

for
ω0 � ω̄, (4.18)

which is the physical condition justifying the applied approximations. Transforming
back to time domain gives

∂zE = −ik2

2 ∂
2
t E + i

ω0

c0
n2|E|2E , (4.19)

where we introduced the nonlinear refractive index n2 = 3Re[χ(3)
0 ]/4n2

0ε0c. Equa-
tion (4.19) is the well known nonlinear Schrödinger equation. Since the NLS equation
offers a rich variety of propagation effects, we have to identify our simulation param-
eters which lead to the desired compression. We therefore present two well studied
effects, which can be used to estimate suitable input conditions for pulse compression.
Note that on this strong approximation of the pure NLS equation we will treat the
case ω0 = ω−− (n2 < 0) only, since n2 vanishes for ω0 = ω00.

4.4.1.2. The NLSND equation

In order to get a qualitative idea of the action of nonlinear dispersion, we use the expan-
sion of the nonlinear susceptibility ∼ χ(3) up to first order derived in Equation (4.14)
and keep all other previously made approximations. It turns out (see Table 4.2) that
Im[χ(3)

i ]� Re[χ(3)
i ]. Additionally, |χ(3)

3 | � |χ
(3)
1,2| and since ∆ω̄ ∼ ∆ω̄1,2, the dispersive
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4.4. (1+1)-dimensional setup

ω0 = 7.73× 1015 s−1 ω0 = 7.91× 1015 s−1

k2 [s2/m] 7.6×10−28 8.2× 10−28

Re[χ(3)
0 ] [m2/V2] −1.7× 10−24 −2.2× 10−26

Im[χ(3)
0 ] [m2/V2] 1.0× 10−27 5.0× 10−28

n2 [cm2/W] −0.47× 10−17 −1.4× 10−20

Pcr [W] 2.0× 107 6.4× 109

Re[χ(3)
1 ] [m2s/V2] 6.0× 10−39 3.8× 10−39

Im[χ(3)
1 ] [m2s/V2] −3.0× 10−42 1.2× 10−43

Re[χ(3)
2 ] [m2s/V2] 6.2× 10−39 3.7× 10−39

Im[χ(3)
2 ] [m2s/V2] −3.1× 10−42 1.8× 10−44

Re[χ(3)
3 ] [m2s/V2] −1.7× 10−40 1.2× 10−40

Im[χ(3)
3 ] [m2s/V2] 1.5× 10−43 1.0× 10−43

Table 4.2.: Parameters used in the simulations. At center frequency ω0 = ω−− = 7.73 ×
1015 s−1 we find a strong negative Kerr nonlinearity, whereas at ω0 = ω00 = 7.91× 1015 s−1

n2 is almost zero.

nonlinearity can be further simplified to

χ(3) (−ω, ω − ω1 − ω2, ω2, ω1) ≈ Re
[
χ

(3)
0

]
+ Re

[
χ

(3)
1

]
ω̄1 + Re

[
χ

(3)
2

]
ω̄2. (4.20)

Furthermore, in the nonlinearity of Equation (4.11) only terms of first order in ω̄

are kept and ω̄Re[χ(3)] (−ω0;ω0, ω0,−ω0) � ω0
(
Re[χ(3)

1 ]ω̄1 +Re[χ(3)
2 ]ω̄2

)
holds (see

Table 4.2). With these simplifications, transforming back to time domain leads to

∂zE = −ik2

2 ∂
2
t E + iγ|E|2E − δ|E|2∂tE , (4.21)

where we introduced δ = 3ω0
(
Re[χ(3)

1 ] + Re[χ(3)
2 ]
)
/4n2

0c
2ε0. The new term ∼ δ (com-

pared to the NLS equation) is a so-called wave breaking term. It acts like an inten-
sity dependent group velocity and shifts zones with higher intensity stronger to the
rear/front of the pulse, depending on the sign of δ (±, respectively). It is interesting
to note that a similar term can be obtained for non-dispersive nonlinearities beyond
slowly varying envelope approximation, but with a much smaller prefactor.
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4.4.2. Estimating compression parameters via modulational
instability (MI)

The phenomenon of modulational instability [91, 92] is responsible for an inherent
instability of the propagation of a continuous wave background for certain values of k2
and n2, and originates from the interplay of nonlinear (SPM) and dispersive (GVD)
effects. This instability (MI) leads to the splitting of the continuous wave into a train
of pulses with a well defined period usually fixed by the maximum of the instability
growth rate. That property will be exploited to approximate the simulation parameters
needed for compression.
Applying a standard linearization approach [93] to Equation (4.19) and Equa-

tion (4.21) for the perturbed steady state

E =
(√

I0 + p (z, t)
)
eiγI0z, (4.22)

where I0 is the background intensity and p the perturbation expressed as

p (z, t) = a1e
i(Kz−Ωt) + a2e

−i(Kz−Ωt) (a1, a2 �
√
I0) (4.23)

leads to the dispersion relation for the perturbation wave number K and perturbation
frequency Ω

K = δI0Ω±
√
k2

2Ω4

4 + k2γI0Ω2. (4.24)

Temporal modulations with Ω grow, whenever the corresponding wave number K
possesses imaginary contributions. These define the instability growth rate (or gain)

g (Ω) = Im
√k2

2Ω4

4 + k2γI0Ω2

 , (4.25)

which reaches its maximum for

Ω = Ωmax = ±
√

2|γ|I0

k2
. (4.26)

Since our center frequency ω0 determines the values of k2 and γ, we are able to calculate
the necessary intensity for a fixed, desired modulation frequency Ωmax to occur. To
achieve single peaked pulse compression, this frequency Ωmax should be of the order of
the inverse initial pulse duration. Of course, this can only be a rough approximation,
because our input pulse is far from a constant background. However, those estimates
turn out to be useful and quite reliable when compared to simulation results (see
Section 4.4.4).
It is worth noting, that the growth rate g (Ω) and therefore also the optimum fre-

quency Ωmax are equal for both cases of NLS and NLSND. This is approved numerically
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Figure 4.5.: Spectral intensity versus perturbation frequency Ω for z = 0 (red curves) and
at propagation distance z = 0.04 (blue curves) for (a) NLS and (b) NLSND. Evolution of
temporal modulations on the constant background for (c) NLS and (d) NLSND. In (d) these
modulations shift to later times upon propagation.

by plotting the initial (z = 0, red curves) and propagated (z = 0.04, blue curves) spec-
tral intensity for the NLS and NLSND (see Figure 4.5(a) and (b), respectively). The
only difference becomes apparent in the dispersion relation Equation (4.24), where
the perturbation wave number K is purely real (propagating perturbations) or purely
imaginary (growing perturbations) for the NLS (δ = 0), whereas K always has a real
contribution ∼ δI0Ω in the NLSND case. These contributions correspond to additional
transverse velocities of the growing perturbations oscillating at Ω, resulting in their
temporal shift upon propagation, which is numerically demonstrated in Figure 4.5(c)
and (d).
Since we are able to tune the laser center frequency ω0 and can therefore adjust

γ ∼ ω0χ
(3), we can reach propagation regimes, in which the effect of MI does not

occur, namely in the case where γ ≈ 0 (ω0 = ω00). Then no statements concerning
the pulses dynamics can be derived in the framework of MI theory. Nevertheless, as
will be seen below, even in this case pulse self-compression is possible due to soliton
formation.
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4.4.3. Pulse compression via soliton dynamics
Another effect based on the interplay of SPM and GVD is the possibility of soliton
formation in the NLS equation (see, e.g., [93]). The solitons with initial sech shape
(in dimensionless units ε = E/

√
I0, τ = t/τ0, ξ = z|k2|/τ 2

0 )

ε (0, τ) = Nsech (τ) (4.27)

are characterized by a single integer, the soliton order

N =
√
|γ|I0τ 2

0
k2

, (4.28)

where τ0 is the pulse duration. For N = 2, 3, . . . the evolution patterns are known:
the initial shape periodically undergoes several modulations, including compression at
certain propagation distances. Moreover, these solitons are stable against perturba-
tions on the soliton order N [94] as well as against perturbations of the initial pulse
shape. That is, a perturbed input pulse ∼ (N + ε)(sech (τ) + g (τ)) relaxes to the
evolution pattern of the corresponding soliton upon propagation. So we can make use
of the stability by fixing the soliton order N (and therefore the approximate evolution
pattern) and subsequently estimating our input intensity I0 from Equation (4.28) for
given τ0. In order to achieve compression, we want to have single peaked wave forms
preserving their shape over long distances of propagation, so we should choose neither
a too high N (strong compression over short propagation distance) nor a too low one
(weak compression for long distances). Of course, the obtained intensity I0 is a lower
boundary, since the energy dispersed away during the soliton formation process is no
longer available for the soliton itself. The actual estimation is carried out below.
Concerning the NLSND equation, it is known [95] that Equation (4.21) still allows

soliton solutions. These solitons naturally coincide with the ones for NLS equation for
δ → 0 and are therefore expected to be stable against perturbations as well. In the
other limit case with γ = 0 (and δ 6= 0) the amplitude of the soliton solution is given
by

|Esol| ∼
√

λ

sinh2 λt+ cosh2 λt
, (4.29)

with λ the family parameter which determines the intensity peak value and dura-
tion. Interestingly, the soliton fluence is a constant and can be evaluated as Esol =∫
|Esol|2 dt = 2πk2/δ. An estimate for the minimal input fluence a Gaussian pulse

has to carry for exciting a soliton follows from EGauss > Esol, giving the condition√
2πk2/δ < I0τ0.
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4.4.4. Simulation results
4.4.4.1. NLS equation

Let us now present some results for the simulation of NLS equation. We assume
Gaussian input pulses

E(z = 0) =
√
I0 exp

(
−t2/τ 2

0

)
, (4.30)

with intensity I0 and pulse duration τ0 at center frequency ω0. First, we follow the
approach to estimate optimum compression parameters via MI, according to Equa-
tion (4.26). Choosing ω0 = ω−− and τ0 = 100 fs implies k2 = 7.6 fs2/cm and
γ = 1.2 × 10−14 m/W. Now we demand Ωmax = 2π/τ0

√
2 ln 2 = 5.3 × 1013 s−1,

which gives I0 = 9.0 × 1013 W/m2 for the initial intensity. Our second estimate is
based on Equation (4.28). For N = 4, we find with the same parameters as above
I0 = 1.0× 1014 W/m2 for the initial intensity.
Compared to numerical simulations, the above estimates give reasonable values for

the optimum field intensity. For τ0 = 100 fs and ω0 = ω−− we find effective compression
at I0 = 2.1 × 1014W/m2. Simulation results are summarized in Figure 4.6(a) and
4.6(d). Figure (a) shows the intensity plotted against propagation distance z and
pulse duration t. The propagation pattern can be determined to correspond to a 4th
order soliton, undergoing the typical periodic modulations. Thus the dynamics can be
clearly attributed to soliton propagation dynamics, giving that compression scheme
its name. Figure 4.6(d) details the intensity of the initial pulse at z = 0 m and after
z = 1.4 m of propagation. The full-width at half-maximum (FWHM) intensity is
τFWHM ∼ 120 fs at z = 0 m and τFWHM ∼ 10 fs at z = 1.4 m, which corresponds to
temporal compression by a factor of 12.

4.4.4.2. NLSND equation

Let us now confront the above predictions on NLSND solutions with numerical simula-
tions. As before, we simulate Gaussian input pulses with intensity I0, pulse duration τ0
and central frequency ω0. First we follow the approach to estimate parameters by MI
and as mentioned earlier, obtain the same parameters as in the previous Section 4.4.4.1.
For comparability with results from NLS we use again I0 = 2.1 × 1014 W/m2 for the
intensity at τ0 = 100 fs for the pulse duration and ω0 = ω−− as central frequency. The
simulation results are presented in Figure 4.6(b) and 4.6(d). The temporal dynamics
in (b) show the evolution pattern for a fourth order soliton which shifts to later times
upon propagation, which can be attributed to the action of the wave breaking term
∼ δ. Figure 4.6(d) shows the initial pulse and the temporal profile at z = 1.4 m. The
initial pulse is compressed from τFWHM = 117 fs down to τFWHM = 8 fs at z = 1.4 m,
that is compression by a factor of 15. Again, the action of the additional intensity-
dependent group velocity is apparent, since the peak value is occurring at later times.
Furthermore, the peak value is somewhat decreased compared to the pure NLS case.
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Figure 4.6.: (1+1)-dimensional simulation results for a Gaussian input pulse with I0 =
2.1× 1014 W/m2, τ0 = 100 fs and ω0 = ω−−. Temporal dynamics for (a) NLS, (b) NLSND
and (c) the full model. (d) shows the input pulse (red curve) and intensity profiles at z = 1.4
m corresponding to (a) NLS (blue, solid curve), (b) NLSND (green dotted curve) and (c)
full equation (black dashed curve).
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4.4.4.3. (1+1)-dimensional full model equation

In this section, simulation results for the fully dispersive (linear and nonlinear) wave
equation (4.11) without transverse spatial dimensions are presented. The same simu-
lation parameters as in the corresponding setup for NLSND are used.
Figure 4.6(c) and 4.6(d) show results for Gaussian input pulse with intensity I0 =

2.1 × 1014 W/m2, pulse width τ0 = 100 fs at central frequency ω0 = ω−−. Temporal
dynamics in Figure 4.6(c) reveal the splitting of the initial pulse into a singly peaked
waveform which is undergoing slight modulations in the peak value and shifted to
later times upon propagation. According to the last sections, these modulations can
be attributed to the soliton character of the evolution, whereas the shift to later times
is due to corrections from the nonlinear dispersion. Figure 4.6(d) shows, that the pulse
is compressed by a factor of 9 from initially τFWHM = 117 fs down to τFWHM = 12.5 fs
at z = 1.4 m.
It is important to underline that, as Figure 4.7(d) and (e) reveal, the pulse has

contributions in the spectral range where the nonlinearity exhibits resonances, so that
the whole model becomes questionable. Moreover, due to numerical issues, these reso-
nances can not be resolved properly in the simulations, hence the results at propagation
distances when the spectrum hits some resonances may not be reliable. Nevertheless,
one can estimate the shortest pulse duration for which its spectrum stays in the non-
resonant range. Starting from a center-frequency ω0 = ω−− and assuming the allowed
spectral width to be twice the distance to the nearest resonance at 7.54× 1015 s−1, we
get a minimal pulse duration of τmin ≈ 15 fs. So what can be claimed is, that upon
propagation the pulse shortens at least down to 15 fs.
However, the similarity of the temporal dynamics for NLSND and for the full (1+1)-

dimensional equation indicates, that the obtained dynamics are qualitatively correct
and the error originating from the resonances is small. Thus, the main action of
nonlinear dispersion can be summarized in shifting the maximum intensity region of
the pulse to later times without altering the solitary character of the compression
scheme.

4.4.5. Pulse compression for vanishing Kerr coefficient
The original situation we are interested in is the propagation regime where γ ≈ 0,
which corresponds to a central frequency ω0 = ω00 (λ0 = 238 nm as central wave-
length).
If we fix the pulse duration to τ0 = 100 fs and employ the NLSND model, the above

considerations yield an estimate for the minimum intensity of I0 = 1.6 × 1015 W/m2

necessary to trigger soliton formation. This is a lower boundary for the intensity and
in order to see the ejection of a soliton from the input pulse we have to choose our
initial intensity somewhat higher in the simulations, namely I0 = 1.9× 1015 W/m2.
The temporal dynamics obtained in Figure 4.7(a) show the splitting of the initial

pulse into a mainly single peaked structure which is shifted to later times upon prop-
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Figure 4.7.: Simulation results for Gaussian input with I0 = 1.9× 1015 W/m2, τ0 = 100 fs
and ω0 = ω00 (γ ≈ 0). Temporal dynamics for (a) NLSND and (b) full equation. (c) details
the input pulse (dash-dotted red line) and cuts for intensity profiles from (a) (dashed black
line) and (b) (solid green line). In (d) spectra from the full equation are shown for ω0 = ω−−
at z = 1.40 m (solid blue line) and for ω0 = ω00 at z = 2.40 m (dashed green line) (e) Real
part of the nonlinearity χ(3)(−ω;−ω, ω, ω).

agation. From Figure 4.7(c) we estimated the peak intensity and the FWHM pulse
duration and compared these with the values for the soliton and were able to validate
the assumption of a soliton being emitted from the initial pulse.
Further simulations suggest that it should be possible to produce solitons with

shorter widths by just increasing the input intensity. However, at some point Equa-
tion (4.21) boarders its validity, since for shorter pulses higher order linear and non-
linear dispersion start to come into play.
Let us return to the full model equation. Figure 4.7(b) and (c) show the results for

Gaussian input with intensity I0 = 1.9 × 1015 W/m2, pulse duration τ0 = 100 fs at
central frequency ω0 = ω00. The results are in good qualitative agreement with the
ones for the NLSND equation. Temporal dynamics in Figure 4.7(b) show the ejection
of the soliton whose width is determined from the cut in 4.7(c) at z = 2.4 m to be
∼ 12.5 fs. In this setup, the pulse spectral intensity (see Figure 4.7(e), green dashed
line) does not reach frequencies where χ(3) is resonant, and the found dynamics can
be trusted.
Another point concerns the higher order nonlinearities P (5) ∼ E5, · · · , since the cubic

term P (3) is considerably smaller in the vicinity of ω00 at which n2 almost vanishes.
Nevertheless, it can be shown, that the length scales on which specific orders act
can be estimated by |LP (3)/LP (5)| ' |P (5)/P (3)| ' |E/Eat|2 where E is the laser field
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and Eat = 5 × 1010 V/m [96]. We used field strengths E ' 0.4 × 109 V/m, giving
|LP (3)/LP (5) | ' 2 × 10−4, so P (5) is negligible. Furthermore, the pulses launched at
ω00 do have a spectral width, thus experiencing, e.g., a n2 ≈ 2.7 × 10−23 m2/W at
the half-maximum frequency due to dispersion of the nonlinearity, which is already
comparable to usual values of n2 ∼ 1.0 × 10−23 m2/W. Therefore, neglect of higher
order nonlinearities is still justified for center frequencies close to ω00.

4.5. (3+1)-dimensional setup in radial symmetry
In this section, we want to investigate the full spatio-temporal propagation dynamics of
Equation (4.11) in radial symmetry. As before, we use a simplified equation, the (3+1)-
dimensional NLS equation, to estimate simulation parameters for the full equation.
Once obtained, we check whether temporal compression still occurs with dispersive
nonlinearity. Finally, we try to transfer the new compression mechanism found for
γ ≈ 0 in the (1+1)-dimensional case to bulk configuration.

4.5.1. Nonlinear Schrödinger equation results
Let us first estimate parameters suitable for pulse compression in Equation (4.11). For
this purpose, a simplified (3+1)-dimensional NLS equation is used, whose approximate
dynamics can be described analytically by a two scale variational approach, followed by
a standard MI (see Section 4.4.2) analysis which finally gives the desired parameters.
The (3+1)-dimensional NLS equation is obtained by including transverse coordi-

nates in Equation (4.19) and accounting for radial symmetry (r2 = x2 + y2), giving

∂zE = i

2k0r
∂rr∂rE − i

k2

2 ∂
2
t E + i

ω0

c
n2|E|2E . (4.31)

This equation is used to estimate the spatio-temporal dynamics for input Gaussian
pulses

E =
√
I0 exp

− t2
τ2

0
− r2
w2

0 , (4.32)

by a variational approach [97]. This approach minimizes the generalized action, leading
to the dynamical system

w3k2
0

4 d2
zw = 1 + pτ0√

2τ
; τ 3

4k2
d2
zτ = k2 −

pτ0τ√
2k0w2

, (4.33)

for the beam waist w(z) and pulse duration τ(z). Here, p = Pin/Pcr with the critical
power Pcr = 2πc2/ω2

0n0|n2|. The presence of a lens is included by the initial condition
dzw|z=0 = −w0/f , where f is the focal length. This is combined with an additional
MI analysis for plane waves [98] in the sense, that the maximal intensity resulting
from the variational approach Imax serves as background plane-wave intensity. Then,
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the growth rate for perturbations with frequency ω̄ and transverse wave number k⊥

g (ω̄, k⊥) = Re
(

Ω
√

2ω0|n2|Imax/c− Ω2
)
, (4.34)

where Ω2 = k2ω̄
2/2 − k2

⊥/2k0, reaches its maximum for ω̄max and kmax⊥ , being linked
by

ω̄max '

√√√√2ω0|n2|Imax
k2c

+ (kmax⊥ )2

k0k2
. (4.35)

A necessary condition [99] for MI to occur is kmax⊥ >
√

2π/w0 and ω̄max >
√

2π/τ0
for any given intensity. Fixing kmax⊥ =

√
2π/wmin, we use the highest perturbation

frequency ωhigh =
√

2π/τmin to fulfill the condition for compression ωhigh ' ω̄max [44].
In our case where ω0 = ω−−, an optimum set of parameters is Pin = 5Pcr for input

power (I0 = 7.1 × 1014 W/m2), τ0 = 100 fs for pulse duration, w0 = 0.3 × 10−3 m as
beam radius and a focal length of f = 1 m.

4.5.2. Complete model results
In this section, results for the full model Equation (4.11) will be presented. We assume
Gaussian input pulses with the simulation parameters given above. In Figure 4.8 simu-
lation results are summarized, where 4.8(b) details the evolution of the initial Gaussian
pulse into a singly peaked structure with minimal FWHM duration of 17 fs [see Fig-
ure 4.8(c)], which remains almost constant over propagation distances of ∼ 0.5 m.
Figure 4.8(d) validates that the compression is not constrained to the on-axis inten-
sity profiles but homogeneous in radial direction. Again, the pulse spectrum reaches
regions where the nonlinearity is resonant and the previous discussion of validity has
to be considered.
Further on, results for the configuration with γ ≈ 0 (central frequency ω0 = ω00)

are presented. As learned before, a MI analysis is not suitable to estimate dynamics in
that case. Therefore parameters from the (1+1)-dimensional configuration previously
applied to the NLSND model are taken for intensity and pulse width (I0 = 1.9 ×
1015 W/m2 and τ0 = 100 fs, respectively). In order to keep transverse dynamics at
bay, we choose a broad initial beam radius w0 = 3 mm, implying a long diffraction
length of Ldiff ∼ 120 m compared to typical propagation distances ∼ 5 m.
As revealed in Figure 4.9(a), the temporal dynamics agree well with the ones ob-

tained in the (1+1)-dimensional setup for propagation distances up to z ∼ 3 m,
for which the transverse profile remains constant [see Figure 4.9(b)]. Upon further
propagation, the blue part (ω > ω00) of the pulse spectrum, experiencing a positive
n2 ∼ χ(3) (−ω;−ω, ω, ω), self-focuses and finally collapses at z ∼ 4 m. This slowly
propagating, focusing part of the spectrum appears as high intensity zone at later
times in the (on-axis) temporal dynamics plot at z ∼ 3.5 m [see Figure 4.9(a)]. In-
creasing the input intensity would be an option to rise effectivity of the soliton ejection
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Figure 4.8.: Simulation results for the full model equation for Gaussian input pulses with
Pin = 5Pcr, τ0 = 100 fs, w = 0.3 mm and ω0 = ω−− (243 nm): (a) transverse, (b) temporal
dynamics; (c) intensity profile (τFWHM ∼ 17 fs) and (d) transverse intensity distribution at
z = 1.5 m.

(scaling wave-breaking length ∼ 1/I0 against self-focusing length ∼ 1/
√
I0). However,

this option is limited by plasma generation setting in, which is not described within
our model.

4.6. Conclusions
We demonstrated the effect of nonlinear dispersion on solitary compression for normal
GVD and negative n2. We showed that the main effects of nonlinear dispersion can
be captured by using first order Taylor expansion of the nonlinear susceptibility. The
resulting shift of high intensity zones to later times does not change the qualitative
mechanism of compression being mediated by MI. Because we are able to control MI
in the unguided configuration by adjusting, e.g., the laser intensity, this mechanism
provides an effective and simple way of compressing laser pulses by just focusing them
into a gas cell. In the special case of vanishing n2 at center frequency, we showed that
nonlinear dispersion enables an alternative compression mechanism. However, while
working perfectly in purely temporal (1+1)-dimensional configuration, the important
influence of spatial dynamics on temporal compression effects is underlined by the
pulse self-collapse after soliton ejection in bulk configuration.
The main critique concerns the modeling of the dispersive nonlinearity χ(3). We used

a reasonable, albeit approximate expression from the literature. The exact description
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Figure 4.9.: Simulation results for full equation for Gaussian input with w0 = 3 mm and
ω0 = ω00 (238 nm), Pin = 4Pcr and τ0 = 100 fs. (a) Temporal dynamics. (b) Transverse
dynamics.

requires a full quantum mechanical simulation of the gas under irradiation of a laser
pulse (see Section 5) and would give even quantitatively reliable results.
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5. Towards a Quantum Mechanical
Description of the Medium

5.1. Introduction
Accurate modeling of optical nonlinearities is crucial to explain a wide range of phys-
ically interesting effects. These include, e.g. sum frequency generation, spectral
broadening due to self-phase modulation (see Chapter 4), various ionization processes
(Chapter 3) and soliton formation. For incident laser light at low intensity I, ionization
does not occur and the response of the medium is given by the induced polarization
of the bound electrons. The polarization is usually expanded in a Taylor series for
the electric field amplitude, which is truncated after the first non-linear term. In an
isotropic medium, all even order terms vanish, rendering the third order contribution
the lowest-order nonlinearity. A third-order nonlinearity leads to the well known opti-
cal Kerr effect, where the refractive index of the medium becomes intensity dependent
via n = n0 +n2I. This simple approach already allows to model nonlinear effects such
as modulation instability, self focusing and self phase modulation [45], which manifest
themselves in soliton formation [46], pulse compression [43] or self similar collapse [47].
The latter demonstrates an inherent problem when modeling laser propagation in two
or more spatial dimensions, linked to the formally infinite increase (n2 > 0) of the
refractive index for increasing intensity.
However, fundamental phenomena such as laser filamentation [39, 48–51] require

saturation of the refractive index [50]. There are two ways to accomplish this satura-
tion. First, in the response of the bound electrons, the third order Kerr term is not
the only correction to n and higher order terms should be included when expanding
the response [53,54]. This assumption is supported by recent measurements of higher
order Kerr terms n2iI

i fulfilling the requirement of being negatively valued in order
to saturate the refractive index for increasing intensity [55, 56]. On the other hand,
for high enough intensity the medium gets ionized. The free electrons form a plasma,
which gives rise to a negatively valued contribution to the refractive index [52] that is
responsible for the overall saturation.
The fundamental nature of the question, whether higher order response terms of

the bound electrons or the plasma response of ionized electrons saturate the refrac-
tive index is underlined by the ongoing controversy in modeling filamentation [60,61].
Although there have been attempts to clarify the underlying mechanism for the satu-
ration of the nonlinear refractive index [57–59], it is still an open question. Therefore,

77



5. Towards a Quantum Mechanical Description of the Medium

the aim of our analysis is to rigorously describe the optical response of a medium
under irradiation of a strong laser pulse. Especially in the intensity regime where
the medium is partially ionized, strict distinction between responses from bound and
ionized electrons has to be provided.
In Section 5.2 we define the problem more precisely, followed by the presentation

of the quantum mechanical model for our analysis in Section 5.3. The methods Sec-
tion 5.4 then gives technical details about numerics and performed calculations. After
presentation and discussion of the results in Section 5.5, conclusions and outlook can
be found in Section 5.6.

5.2. Stating the problem
We are interested in the (nonlinear) polarization of a gas under the influence of a
strong laser, in particular in the intensity range where ionization can no longer be
neglected. The atoms of the gas are assumed to be non-interacting, which allows us
to consider the polarization of a single atom. Then, the total response of the gas
is obtained by scaling the results with the number density of atoms in the gas. For
simplicity, we investigate the polarization of atomic hydrogen in a linearly polarized
laser pulse and restrict our analysis to one dimension. As it turns out, already such
a crude simplification may provide fundamental insight into the mechanism that is
responsible for saturation of the refractive index. More realistic 3D simulations are
currently work in progress and not presented here. The dynamics of the electron
are described quantum-mechanically. Then, the time dependent polarization P (t) of
the atomic hydrogen gas is connected to the electronic wave function of the electron
Ψ(x, t) = 〈x|Ψ(t)〉 by

P (t) = 〈Ψ(t)|x̂|Ψ(t)〉ρatqe, (5.1)

where ρat = 2.7 × 1025 m−3 is the atomic density at atmospheric pressure, qe the
electron charge and x (x̂) the position (operator) along our single dimension.
In order to distinguish between contributions originating from bound and ionized

electrons, the wave function Ψ(x, t) is split into the part accounting for bound electrons
ΨB(x, t) and the part accounting for ionized contributions in the continuum ΨC(x, t)

Ψ(x, t) = ΨB(x, t) + ΨC(x, t). (5.2)

The bound part ΨB(x, t) can be obtained by projecting the full wave function Ψ(x, t) on
the (bound) eigenfunctions φn(x) of the field free Hamiltonian Ĥ0 (see Equation (5.21))

Ĥ0φn(x) = εnφn(x) (5.3)

ΨB(x, t) =
∑
n

cn(t)φn(x) cn(t) = 〈φn|ψ(t)〉. (5.4)
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The continuum part is then given by

ΨC(x, t) = Ψ(x, t)−ΨB(x, t). (5.5)

This decomposes the total polarization P (t) into the following three parts according
to Equation (5.1)

P (t) =PBB(t) + 2Re[PBC(t)] + PCC(t) (5.6)
PBB(t) =〈ΨB(t)|x̂|ΨB(t)〉ρatqe (5.7)
PBC(t) =〈ΨB(t)|x̂|ΨC(t)〉ρatqe (5.8)
PCC(t) =〈ΨC(t)|x̂|ΨC(t)〉ρatqe (5.9)

Thus, once we have determined the electronic wave function Ψ(x, t), we easily ob-
tain the quantum-mechanically correct polarization and are provided with the desired
distinction between bound and ionized contributions. In particular, we are then able
to identify the mechanism responsible for saturation of the nonlinear refractive index.
Therefore, our aim is the determination of the electronic wave function Ψ(x, t).
In general however, Ψ(x, t) is not easily accessible, since its calculation is demanding.

Thus, phenomenological expressions for P (t) are employed. All the approaches have
in common the perturbative expansion of P (t) into a linear part PLin(t) = ε0χ

(1)E(t)
and a nonlinear part PNL(t):

P (t) = PLin(t) + PNL(t), (5.10)

where non-dispersive (over the spectral extension of the input field E(t)) response
coefficients in the linear as well as nonlinear part are assumed. The leading order term
PLin is well established, therefore approximations for P (t) differ only in accounting for
the nonlinear part. Three widely used approaches for PNL are briefly revisited in the
following.
The first approach includes the leading order nonlinear term from a Taylor expansion

of P (t) in terms of the electric field E(t) via

PNL(t) = ε0χ
(3)E(t)3. (5.11)

Physically, this approach accounts for the optical Kerr effect and third harmonic gen-
eration, originating from the response of bound electrons. Thus it boarders its validity
latest at laser intensities, when charge generation sets in. That is, it is mainly used
for modeling the nonlinear medium response for moderate intensities and finds appli-
cation in describing e.g. soliton formation or pulse compression [43,46] (also compare
to Section 4 for a dispersive χ(3)).
The second approach additionally takes the response of free charges into account
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5. Towards a Quantum Mechanical Description of the Medium

through
PNL(t) = ε0χ

(3)E(t)3 − q2
e

meω2
0
ρ(t)E(t). (5.12)

Here, ρ(t) is the number density of generated charge carriers. This model finds its main
applications in modeling laser filaments [39,50,51] and will be referred to as ’Standard
Model’ in the following. Here, the generation of electrons is usually modeled by multi-
photon ionization [67]:

∂tρ(t) = σKI
K(ρat − ρ(t)), (5.13)

where K is the number of photons with energy ~ω0 needed to provide the ionization
energy. σK is the ionization cross-section and I the laser intensity. For comparison,
see Section 3.2.3.1, where a field amplitude dependent ionization rate is used.
The third approach assumes a Taylor expansion of PNL(t) in the electric field E(t)

up to high orders

PNL(t) = ε0χ
(3)E(t)3 + ε0χ

(5)E(t)5 + ε0χ
(7)E(t)7 + ε0χ

(9)E(t)9 + · · · (5.14)

being valid for all field strengths. This approach has been proposed recently as an
alternative to Equation (5.12) to explain saturation in the filamentation process [60]
and will be termed ’High Order Kerr Effect (HOKE)’ model throughout this chapter.
The task that naturally arises is to compare the predictions of those three models

to the quantum mechanically exact statements from above. By doing so, we are then
in the position to state, whether an approximate model for PNL(t) can reasonably be
applied or if full quantum mechanical calculations are mandatory to correctly describe
PNL(t).

5.3. Model
We consider the single, non-relativistic electron in a hypothetical one dimensional
hydrogen atom. In the center of mass coordinate system and corrected for Doppler
shift, the electron’s behavior in a linearly in x-direction polarized laser field is described
by the Schrödinger equation

i~
∂

∂t
ψ(x, t) =

[
(p̂− qeA(x, t))2

2me
+ qeφ(x, t) + V (x)

]
ψ(x, t), (5.15)

with A(x, t) and φ(x, t) being the vector and the scalar potential of the external elec-
tromagnetic field. qe and me are the charge and the (reduced) mass of the electron and
p̂ = −i~∂x denotes the momentum operator in position representation. Since the laser
wavelength λ = 800 nm applied in the following is much larger than the extension of
the atom a ≈ 0.1 nm, the dipole approximation [100] A(x, t) = A(t) and φ(x, t) = φ(t)
holds.
When specifying A and φ we have the freedom to choose a gauge. There are two
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commonly used gauges, namely the length gauge (LG)

A(t) = 0 φ(t) = −xE(t) (5.16)

and the velocity gauge (VG)

A(t) = −
∫ t

−∞
dt′E(t′) φ(t) = 0 (5.17)

where E(t) is the electric field. They lead to Hamilton operators ĤLG and ĤV G in
length and velocity gauge, respectively. However, the Schrödinger equation is invariant
under the choice of gauge, since going over from VG to LG corresponds to a phase
transformation for wave functions

ψLG(x, t) = eiA(t)xψV G(x, t) (5.18)

and operators Ô
ÔLG = eiA(t)xÔV Ge

−iA(t)x. (5.19)

Thus, the observables we are interested in are gauge invariant

〈ÔLG〉LG = 〈eiA(t)xÔV Ge
−iA(t)x〉LG = 〈ÔV G〉V G (5.20)

We choose to work in VG Equation (5.17), which is motivated by the fact that VG
has advantages over the LG in terms of numerical efforts [101]. Furthermore, space
coordinate independent terms ∝ A2(t) in Equation (5.15) can be eliminated by another
phase transformation [102]. Using atomic units (qe = −1, ~ = 1, me = 1) we obtain
the Schrödinger equation in velocity gauge

i
∂

∂t
ψ(x, t) = [H0 +Hint]ψ(x, t) (5.21)

H0 = −∂
2
x

2 + V (x) (5.22)

Hint = −iA(t)∂x. (5.23)

We use a soft core atomic potential [103,104]

V (x) = −1√
x2 + α2

(5.24)

where the parameter α is adjusted to α =
√

2 such that the ground state energy of the
field free Hamiltonian H0 = −∂2

x/2 + V (x) matches the ionization energy of hydrogen
UH = 0.5 a.u.
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5. Towards a Quantum Mechanical Description of the Medium

5.4. Methods
5.4.1. Numerical implementation
The Schrödinger Equation (5.21) is integrated numerically by means of a Crank Nichol-
son scheme (see Appendix B). We assume the atom to be initially in its ground state
obtained from Equation (5.3) and expose it to Gaussian laser pulses

E (t) = a0 cos (ω0t+ φ) e−
t2
τ2 (5.25)

= a0

2 (exp (i (ω0t+ φ)) + exp (−i (ω0t+ φ))) e−
t2
τ2 (5.26)

with amplitude a0, central frequency ω0 = 2πc/800 nm, envelope phase φ = π/2 and
duration τ . In the following numerical analysis we will use three exemplary pulse
durations τ = 10 fs, τ = 20 fs and τ = 100 fs. For each duration, we varied the
intensity over a broad intensity interval ranging from I = 1.3 × 1011 W/m2 up to
I = 1.3 × 1018 W/m2. This ensures a purely linear response of the atom for small
intensities and partial ionization of the atom for large intensities. Thus we obtain the
electronic wave function for several intensities and pulse durations.
The necessary knowledge of the bound eigenfunctions for the distinction of the

bound and continuum part is obtained by solving the eigenvalue Equation (5.3) nu-
merically. We used the LAPACK routine ’dsbdr1’ to obtain eigenfunctions up to order
n = 52.
For all simulations we used a numerical box for the spatial coordinate of length

Lx = 4000 a.u. with Nx = 32768 grid points. The results were numerically converged
for a temporal resolution of ∆t = 0.05 a.u. for simulation times of 4000 a.u., 8000 a.u.
and 40000 a.u. for the pulse durations τ = 10 fs, τ = 20 fs and τ = 100 fs respectively.
From the results we extract the quantum mechanically correct polarizations.

5.4.2. Extracting the linear response χ(1)

We use the fact that for low intensity the linear polarization dominates over the non-
linear part in Equation (5.10), since consecutive orders of a perturbative expansion
of P (t) scale like |P (n+1)/P (n)| ' |E/Eat| for laser frequencies far from any reso-
nances [96]. For our lowest intensity I = 1.3× 1011 W/m2 we have E = 1× 107 V/m
and Eat ' 5× 1010 V/m. That is, for these low intensities the polarization is given by
the linear term in Equation (5.10)

PLin(t) = P (1)(t) = ε0χ
(1)E(t) (5.27)

alone (remember non-dispersive coefficient χ(1)). Equation (5.27) is most conveniently
evaluated in Fourier space and χ(1) can be extracted from the contribution of the
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polarization at the central laser frequency ω0 via (see Appendix E.1)

P̂ (1)(ω0) = ε0χ
(1)a0

2
√
πτeiφ. (5.28)

5.4.3. Nonlinear polarization PNL and nonlinear refractive index
nNL

Once we have the linear response χ(1), we are able to extract the nonlinear polarization
PNL from our simulated polarization P (t)

PNL(t) = P (t)− ε0χ
(1)E(t) (5.29)

in time domain, or
P̂NL(ω0) = P̂ (ω0)− ε0χ

(1)a0

2
√
πτeiφ (5.30)

in Fourier space at central laser frequency ω0 (see Appendix E.1). Additionally we
can define a nonlinear refractive index n̂NL(ω0). We are inspired by the definition
of the linear refractive index n in the field propagation Equation (2.28), where the
second term on the right hand side iω

c
n̂Ê(ω) accounts for contributions linear in Ê.

We cast the nonlinear polarization term into an equivalent structure iω
c

ˆPNL
2ε0nÊ(ω)Ê(ω)

and extract the nonlinear refractive index nNL as

n̂NL(ω0) = P̂NL(ω0)
2ε0nÊ(ω0)

. (5.31)

Furthermore, we can distinguish between contributions from bound, continuum and
bound-continuum contributions in the nonlinear polarization according to Equation (5.6).
Thus, this distinction carries over for the nonlinear refractive index

n̂NL,α(ω0) = P̂NL,α(ω0)
2ε0nÊ(ω0)

(5.32)

where α=’BB’, ’BC’ or ’CC’, where ’BB’ stands for bound-bound, ’BC’ for bound-
continuum and ’CC’ for continuum-continuum contributions. Note, that the linear
refractive index n results from ’BB’ contributions only.
We are now in the position to monitor the behavior of the nonlinear polarization

and refractive index for increasing intensities. Especially, we can observe the expected
saturation and change of sign of the nonlinearities and assign them to their respective
origin according to the distinction made above. What follows is a comparison of the
simulated results with the approximate models introduced in Section 5.2.
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5. Towards a Quantum Mechanical Description of the Medium

5.4.4. Higher order nonlinearities
After we know the quantum mechanically correct nonlinear polarization, we want to
compare it to the values one obtains when applying one of the models for the nonlinear
polarization Equations (5.11)-(5.14). That is, we first have to extract parameters for
such a description. For that purpose, we assume the Taylor expansion of the nonlinear
polarization

PNL(t) =P (3)(t) + P (5)(t) + P (7)(t) + P (9)(t) + · · · (5.33)
=ε0χ

(3)E(t)3 + ε0χ
(5)E(t)5 + ε0χ

(7)E(t)7 + ε0χ
(9)E(t)9 + · · · (5.34)

to hold, which should be true for low enough intensities. Here, the responses χ(2j+1)

are taken to be instantaneous (time independent). Then, we use the exact simulation
results on the l.h.s. to extract the parameters χ(2j+1). There are two possible ways to
do so.
Again, we use the fact, that the higher order responses χ(2j+1) will get important

subsequently for increasing intensity. In Fourier space, these responses give rise to
contributions P̂ (2j+1) ((2j + 1)ω0) at the (2j + 1)th harmonic frequency of ω0 in the
polarization (see Appendix E.2). We assume these harmonic peaks at (2j+1)ω0 in the
spectrum to be only due to the according response χ(2j+1). Then, responses of different
orders give contributions at different frequencies and the χ(2j+1) can be extracted from
P̂ (2j+1)((2j + 1)ω0) by (see Appendix E.2):

P̂ (2j+1)((2j + 1)ω0) = ε0χ
(2j+1)√π

(
a0

2

)2j+1
τ

1√
2j + 1e

i(2j+1)φ. (5.35)

Note, that if one considers a peak in the polarization spectrum at fixed (2j0 + 1)ω0
which is due to P̂ (2j0+1)((2j0+1)ω0) and increases intensity further and further, eventu-
ally contributions from P̂ (2j1+1)((2j0 +1)ω0) with j1 > j0 will appear at that frequency
and Equation (5.35) cannot be used. Contributions from P̂ (2j1+1)((2j0 + 1)ω0) with
j1 < j0 play no role, since propagation effects of the input laser pulse are not in-
cluded, leaving the input spectrum unchanged. Therefore it is important to evaluate
Equation (5.35) for increasing intensity to render the initial assumption true. A sec-
ond, potentially more severe problem is that the responses χ(2j+1) are determined at
frequency (2j + 1)ω0, that is, values of χ(2j+1) at frequency ω0 may differ because
the response is not instantaneous. To check this issue is the purpose of the second
approach to calculate the χ(2j+1).
Alternatively, the responses χ(2j+1) can be determined from the polarization spec-

trum at central laser frequency ω0, since all P̂ (2j+1) also contribute to P̂ (ω0) (see
Appendix E.1). Therefore, we consider Equation (5.34) in Fourier space at central
laser frequency ω0

P̂NL (ω0, I) = P̂ (3) (ω0, I) + P̂ (5) (ω0, I) + · · ·+ P̂ (2j+1) (ω0, I) (5.36)
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where the l.h.s. again consists of the simulated nonlinear polarization for a given peak
intensity I and the r.h.s. is given through (see Appendix E.1)

P̂ (2j+1) (ω0, I) = ε0χ
(2j+1)√πτeiφ

(
2j + 1
j

)(
a0

2

)2j+1 1√
2j + 1 . (5.37)

Here the intensity dependency enters via the the electric field amplitude a0. Finally,
the calculation of all χ(2j+1) corresponds to solving the linear system of equations

P̂NL (ω0, I1) = P̂ (3) (ω0, I1) + P̂ (5) (ω0, I1) + · · ·+ P̂ (2j+1) (ω0, I1) (5.38)
P̂NL (ω0, I2) = P̂ (3) (ω0, I2) + P̂ (5) (ω0, I2) + · · ·+ P̂ (2j+1) (ω0, I2) (5.39)

· · ·
P̂NL (ω0, Ij) = P̂ (3) (ω0, Ij) + P̂ (5) (ω0, Ij) + · · ·+ P̂ (2j+1) (ω0, Ij) . (5.40)

Here, we obtain the values of χ(2j+1) at central laser frequency ω0.
For the Standard Model Equation (5.12), which explicitly includes ionized electrons,

the determination of the parameter σK in the charge Equation (5.13) remains. For
hydrogen (ionization energy Uion,H = 0.5 a.u.) in a λ0 = 800 nm laser we have
(K~ω0 = Khc/λ = Uion,H) K = 9. σK is adjusted such, that the charge at the end
of the laser pulse according to Equation (5.13) ρ(t → ∞) coincides with the charge
obtained via

∫
|ΨC(x, t = tmax)|2dx in the simulations.

To fix the model parameters χ(2j+1) and σK , we choose the simulation with peak
intensity I = 32 TW/cm2 and pulse duration τ = 20 fs for reasons which get obvious
in the next section.

5.5. Results and discussion
5.5.1. Linear response χ(1)

The linear response at central frequency ω0 (λ = 800 nm) was determined to be

χ(1) = 6.88× 10−4 + i9.73× 10−7. (5.41)

This value was obtained independently from simulations with τ = 10 fs, τ = 20 fs
and τ = 100 fs for low intensities up to I = 5.12× 1015 W/m2. For higher intensities
P̂NL becomes relevant and our approach Equation (5.28) is no longer suited for the
extraction of χ(1). Of course, χ(1) does not equal the analytical quantum mechanically
correct value for hydrogen of χ(1) = 2.3 × 10−4 [82] since we use a one dimensional
model with a soft-core potential in contrast to the real coulomb potential.
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5. Towards a Quantum Mechanical Description of the Medium

5.5.2. Nonlinear polarization PNL and nonlinear refractive index
nNL

The Figures 5.1, 5.2 and 5.3 show the nonlinear polarization P̂NL(ω0) and the nonlinear
refractive index n̂NL(ω0) plotted against peak intensity for τ = 10 fs, τ = 20 fs and τ =
100 fs, respectively. Apart from the overall nonlinear polarization and refractive index,
their constituting parts according to the distinction of bound and ionized contributions
are shown. Since the nonlinear polarization and refractive index are closely related
by Equation (5.31) and the results for different pulse durations τ are qualitatively the
same, the following argumentation for nNL can be easily transferred to the nonlinear
polarization or to different pulse durations.
n̂NL(ω0) is shown in the right column of Figures 5.1, 5.2 and 5.3. We start with the

observation that the real part of the total n̂NL(ω0) (label ’ALL’) linearly rises with
peak intensity for I < 15 TW/cm2. This is more clearly visible in Figures 5.6, 5.7 and
5.8 in the next section.
For peak intensities around I ≈ 15 TW/cm2 the real part of the total n̂NL(ω0) (label

’ALL’) saturates and finally changes sign at intensities I ≈ 30 TW/cm2. This change
of sign occurs at lower intensities for longer pulse durations τ and at higher intensities
for shorter pulse durations τ . This non-instantaneous, i.e. time dependent effect is a
first hint for plasma generation, which depends on the pulse duration.
The imaginary part of the total n̂NL(ω0) (absorption) is close to zero for low inten-

sities (up to ∼ 16 TW/cm2) and increases when the real part of n̂NL changes sign.
An important observation is made at the intensity where the real part of the total

n̂NL(ω0) changes sign. The n̂BBNL (ω0) from bound electrons still is positive (see Fig-
ures 5.1 d), 5.2 d) and 5.3 d)), whereas n̂CCNL (ω0) from the continuum electrons (see
Figures 5.1 h), 5.2 h) and 5.3 h)) is negative, with an absolute value large enough to
render the total n̂NL(ω0) negative. The positive contribution of the bound-continuum
part does not qualitatively change the situation. This means, the continuum contri-
butions, i.e. from ionized electrons, are responsible for the change of sign of the total
n̂NL(ω0).
The n̂BBNL (ω0) from bound electrons also changes sign but at higher intensities (I ≈

40 TW/cm2 for τ = 10 fs and τ = 20 fs, I ≈ 25 TW/cm2 for τ = 100 fs) compared
to the sign change of n̂CCNL (ω0) from continuum electrons. Nevertheless, n̂BBNL (ω0)’s
absolute value remains smaller than the one of n̂CCNL (ω0) from continuum electrons,
rendering the nonlinearity of the charge contributions the dominating one.

5.5.3. Extraction of higher order responses χ(2j+1) and ionization
cross-section σK

Let us now extract the coefficients χ(2j+1) and σK for the respective models for the
nonlinear polarization P̂NL. In order to proceed, the determination of the higher order
responses χ(2j+1) is performed in the following. First, the higher order Kerr coefficients
χ(2j+1) are determined from the corresponding harmonic peaks at (2j+1)ω0 according
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Figure 5.1.: Quantum mechanical simulation results for nonlinear polarization P̂NL(ω0)
and nonlinear refractive index n̂NL(ω0) for a pulse duration τ = 10 fs plotted against peak
intensity. The left column displays the nonlinear polarization, the right column shows the
nonlinear refractive index. a), b) show the overall value; c), d) contributions from bound
part P̂BBNL (ω0) and n̂BBNL (ω0); e), f) contributions from bound-continuum part P̂BCNL (ω0) and
n̂BCNL (ω0); g), h) contributions from continuum part P̂CCNL (ω0) and n̂CCNL (ω0) of the electronic
wave function. Remember that we used an envelope phase of φ = π/2 for the input field,
thus the nonlinear polarization appears rotated by φ = π/2 in the complex plane.
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Figure 5.2.: Quantum mechanical simulation results for nonlinear polarization P̂NL(ω0)
and nonlinear refractive index n̂NL(ω0) for a pulse duration τ = 20 fs plotted against peak
intensity. The left column displays the nonlinear polarization, the right column shows the
nonlinear refractive index. a), b) show the overall value; c), d) contributions from bound
part P̂BBNL (ω0) and n̂BBNL (ω0); e), f) contributions from bound-continuum part P̂BCNL (ω0) and
n̂BCNL (ω0); g), h) contributions from continuum part P̂CCNL (ω0) and n̂CCNL (ω0) of the electronic
wave function. Remember that we used an envelope phase of φ = π/2 for the input field,
thus the nonlinear polarization appears rotated by φ = π/2 in the complex plane.
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Figure 5.3.: Quantum mechanical simulation results for nonlinear polarization P̂NL(ω0)
and nonlinear refractive index n̂NL(ω0) for a pulse duration τ = 100 fs plotted against peak
intensity. The left column displays the nonlinear polarization, the right column shows the
nonlinear refractive index. a), b) show the overall value; c), d) contributions from bound
part P̂BBNL (ω0) and n̂BBNL (ω0); e), f) contributions from bound-continuum part P̂BCNL (ω0) and
n̂BCNL (ω0); g), h) contributions from continuum part P̂CCNL (ω0) and n̂CCNL (ω0) of the electronic
wave function. Remember that we used an envelope phase of φ = π/2 for the input field,
thus the nonlinear polarization appears rotated by φ = π/2 in the complex plane.
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to Equation (5.35). The results are presented in Figure 5.4, which shows the real and
imaginary parts of the of the first four nonlinear responses χ(3), χ(5), χ(7) and χ(9).
We deduce from Figure 5.4 a)-d), that for all pulse durations τ = 10 fs, τ = 20 fs

and τ = 100 fs, defining χ(3) and χ(5) makes sense, since we obtain comparable peak-
intensity independent values over a broad intensity range (I ∼ 1 × 1011... ∼ 2 ×
1015 W/cm2 for χ(3) and I ∼ 2× 1013... ∼ 2× 1015 W/cm2 for χ(5)).
Defining χ(7) seems to be meaningful for pulse durations τ = 20 fs and τ = 100 fs

only, since we get intensity independent values over a comparably smaller intensity
interval (I ∼ 2 × 1014... ∼ 3 × 1015 W/cm2). For simulations with pulse duration
τ = 10 fs we already encounter considerable dependence of χ(7) on the peak intensity,
which renders any Taylor series approach meaningless.
Similarly, intensity independent values are obtained for χ(9), at least for the pulse

duration of τ = 100 fs. In contrast to the previous cases, χ(9) is dominated by its
imaginary part for all cases τ = 10 fs, τ = 20 fs and τ = 100 fs. Usually, such
considerable imaginary parts of the susceptibility, being responsible for absorption,
occur close to resonances of the real part. In our case, χ(9) is evaluated at frequency
9ω0, which corresponds to an energy of 0.511 a.u. This value is just above the ionization
energy of 0.5 a.u., therefore just enough for an electron to absorb this energy and get
ionized.
We also observe a dependence of the value of the higher order responses on pulse

duration (Figure 5.4). Simulations with pulse durations τ = 10 fs suggest slightly
different values than the simulations with τ = 20 fs and τ = 100 fs, for which they
coincide. This indicates once more, that nonlinear dispersion is not negligible.
In summary, we conclude that the definition of higher order nonlinear responses

is only meaningful for the low orders χ(3) and χ(5), provided the pulse duration is
sufficiently long. For comparison to the usually employed models, we extract the
following values from Figure 5.4:

χ(3) =
(
4.3× 10−25 + i1.8× 10−27

)
(m/V )2 (5.42)

χ(5) = −
(
8.1× 10−45 + i5.7× 10−47

)
(m/V )4 (5.43)

[χ(7) =
(
5.8× 10−65 + i5.7× 10−67

)
(m/V )6]. (5.44)

We now follow the alternative approach and extract the higher order responses
χ(2j+1) at the central laser frequency ω0 according to the system of Equations (5.40).
Here, in order to determine n responses, we have to choose n different intensity values
for the evaluation of P̂ (2j+1)(I, ω0) on the r.h.s. We are guided by the results from
Figure 5.4 to select these intensity values from an intensity range, where the responses
we want to determine are peak intensity independent.
However, it turns out, that we are only able to calculate a χ(3) which is independent

of the choice of used intensity values. We obtain

χ(3) =
(
2.3× 10−25 + i3.3× 10−28

)
(m/V )2. (5.45)
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Figure 5.4.: Nonlinear responses χ(3), χ(5), χ(7) and χ(9) for different pulse durations plot-
ted against peak intensity. The left/right column depicts real/imaginary parts. The re-
sponses χ(2j+1) were extracted according to Equation (5.35) at their corresponding frequen-
cies (2j + 1)ω0. Circles stand for numerical data connected by lines to guide the eye.
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For χ(5) results already vary, and we can only constrain its value to the interval

Re
(
χ(5)

)
= (−0.1 · · · − 2.5) 10−45 (m/V )4. (5.46)

Calculating even higher order Kerr responses gives results, which strongly depend
on the chosen intensities to evaluate the r.h.s. of Equations (5.40). One can speculate
that this inconsistency reveals the Taylor expansion of the nonlinear polarization to
be invalid.
Additionally, comparing the two values for χ(3) and χ(5) at ω0 from Equations (5.45)

and (5.46) with the values given in Equations (5.42) and (5.43) (χ(3) at 3ω0 and χ(5)

at 5ω0) reveals that the χ’s are dispersive, at least over frequency scales of some ω0.
Finally, we extract the ionization cross section σK , which appears in the charge

Equation (5.13). Thereby, σK is determined such that the charge at the end of the
laser pulse coincides with the remaining charge in the simulation. Results are shown
in Figure 5.5, where σK is plotted versus the peak intensity. We observe agreement
for all pulse durations τ . The initially strong dependency of σK on the peak intensity
weakens for intensities I > 20 TW/cm2. In particular, in the intensity range of
20 TW/cm2 < I < 40 TW/cm2 where the interesting physics of n̂NL(ω0) changing its
sign happens, σK varies by a factor of 10. Since charge contributions were identified
to play a crucial role, we want to model the charge generation as good as possible in
that intensity interval. Therefore, we extract the value

σK = 2.7× 10−172 (m/V)9 1/s (5.47)

at an intermediate peak intensity of I = 32 TW/cm2.

5.5.4. Comparison to phenomenological models for polarization
We are provided with the knowledge of the ’true’ nonlinear polarization (and refrac-
tive index) for various intensities at central frequency ω0 from the simulations and
additionally with the values of the higher order nonlinear responses χ(2j+1) and the
ionization cross section σK . Thus we are able to compare simulation results to the
usually applied models, which we shortly recall:

1. Kerr model: PNL(t) = ε0χ
(3)E(t)3 models 3rd order Kerr effect and should be

valid in the low intensity regime.

2. HOKE model: PNL(t) = ε0χ
(3)E(t)3 + χ(5)E(t)5. The next higher order Kerr

coefficient χ(5) is included. As we learned before, accounting for even higher
order coefficients makes no sense.

3. Standard Model: PNL(t) = ε0χ
(3)E(t)3− q2

e
me
FT−1

{
FT{ρ(t)E(t)}

ω2

}
accounts with

the Kerr term for the low intensity part from bound electrons and deals with
continuum contributions by inclusion of the charge term.
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Figure 5.5.: Ionization cross section σK versus peak intensity for pulse durations τ = 10 fs,
τ = 20 fs and τ = 100 fs. σK was determined such that the charge according to Equa-
tion (5.13) matches the one obtained from quantum mechanical simulations. Charge contri-
butions play a crucial role in the intensity interval 20 TW/cm2 < I < 40 TW/cm2, where
the change of sign of n̂NL(ω0) occurs.

With these models we try to reproduce the nonlinear polarization and refractive
index. We therefore choose for the parameters χ(3) and χ(5) their values at ω0 from
Equations (5.45) and (5.46) and for the value of the ionization cross section σK its
value from Equation (5.47):

χ(3) =
(
2.3× 10−25 + i3.3× 10−28

)
(m/V)2 (5.48)

χ(5) =
(
−2.5× 10−45

)
(m/V)4 (5.49)

σK = 2.7× 10−172 (m/V)9 1/s. (5.50)

Using these values, we can compute the nonlinear polarization and refractive index
according to the used models for any intensity. The comparison to simulation results
in Fourier domain at ω0 is shown in Figures 5.6 - 5.8.
In Figures 5.6 - 5.8 the left column shows the nonlinear polarization P̂NL(ω0) and

the right column the nonlinear refractive index n̂NL(ω0).
The first row demonstrates very good agreement between the simulated nonlinear

polarization (Figures 5.6 - 5.8 a), black curves, absolute value) and the one calculated
(red curve) from the Kerr model PNL(t) = ε0χ

(3)E(t)3 in the low intensity regime.
Figures 5.6 - 5.8 b) reveal the same for the real part of n̂NL(ω0). Thus, in the low
intensity regime up to I ∼ 10 TW/cm2, the nonlinearity is excellently described by a
third order Kerr term.
The rows 2 and 3 show the nonlinearities in the interesting intensity regime. To

avoid confusion, we used blue/green curves for the real/imaginary part of a variable
and solid/dashed lines for model/simulation curves. Then the quantum mechanical
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5. Towards a Quantum Mechanical Description of the Medium

simulation result is in dashed lines the same in row 2 and 3.
In Figures 5.6 - 5.8 c), d) comparison of simulation results to the HOKE model

PNL(t) = ε0χ
(3)E(t)3 + ε0χ

(5)E(t)5 is shown. We see the real part of n̂NL(ω0) saturates
and changes sign, but at much lower intensity I ≈ 16 TW/cm2 as compared to simu-
lation results. Thus this model is not suited to reproduce the saturation and change
of sign of n̂NL(ω0) at the correct intensity values. Of course, for χ(5) we employed the
largest (absolute value) of its possible values (see Equation (5.46)). This renders the
negative nonlinearity the strongest and thus leads to the lowest intensity values for
saturation and sign change. However, also for the smallest (absolute value) of χ(5),
which leads the largest intensity value for the change of sign, the slope of the HOKE
model PNL(t) w.r.t. the peak-intensity is too flat to model the steep slope from sim-
ulations in the important intensity regime around 32 TW/cm2. Furthermore, as it
will get clear later, the HOKE model can not account for the delayed response of the
charge contributions, since the HOKE model is instantaneous.
Comparison to the Standard model with the nonlinearity P (t) = ε0χ

(3)E(t)3 −
q2

e
me
FT−1

{
FT{ρ(t)E(t)}

ω2

}
is shown in Figures 5.6 - 5.8 e), f). We observe good agreement

between model and simulation for the intensity values at which the real part of n̂NL(ω0)
saturates and changes sign. That is, this model, although being rather simple, is very
well suited for describing the nonlinear response to an external field.
Additionally, we want to compare simulation results to results from the Standard

model in time domain. To do so, we choose an interesting intensity of I = 32 TW/cm2,
where bound as well as charge contributions play a role. The results are presented in
Figures 5.9, 5.10 and 5.11 for the pulse durations of τ = 10 fs, τ = 20 fs and τ = 100 fs,
respectively.
For readability of the plots, both model and simulation polarizations have been

filtered in Fourier domain around ω0. That is, only contributions from the frequency
interval [0.8 · ω0, 1.2 · ω0] around ω0 were kept.
Let us consider Figures 5.9, 5.10 and 5.11. In the upper left plot a), contributions

to the nonlinear polarization from charge only PCC
NL (t) (from simulations, red line)

are compared to the Standard model contributions accounting for charge PNL,ρ =
− q2

e
me
FT−1

{
FT{ρ(t)E(t)}

ω2

}
(blue line) and good agreement is obvious. We stress the fact,

that a common σK for all pulse durations τ was used.
In the upper right plot b), contributions to the nonlinear polarization from bound

electrons only (PBB
NL (t) from simulations, red line) are compared to the bound electron

contributions from the Standard model PNL,χ(3)(t) = ε0χ
(3)E(t)3 (blue line). The po-

larization according to the Standard model gives slightly different amplitude. Note,
that in the Standard model we used the parameter χ(3) which was obtained from the
total nonlinear polarization, that is accounting for all contributions (bound-bound,
continuum-continuum, bound-continuum). Contrary, the simulation results plotted
display PBB

NL (t) (bound-bound contributions) only, so small deviations are not surpris-
ing. We emphasize that using one fixed value for χ(3) yields excellent agreement for
all pulse durations τ . Interestingly, at times shortly before t = 500 a.u. (τ = 10 fs,
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Figure 5.6.: Comparison of quantum mechanical simulations with nonlinear polarization
models at ω0 in Fourier domain for τ = 10 fs: a), b) compares nonlinear polarization and
refractive index from simulations (red line) with predictions from the Kerr model (black
line) and reveals agreement in the intensity regime I < 10 TW/cm2. Comparison of simu-
lation results (blue/green dashed lines for real/imaginary part) to predictions from the c),
d) HOKE and e), f) Standard model (blue/green solid lines for real/imaginary part) reveals
the Standard model to be more appropriate.
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Figure 5.7.: Comparison of quantum mechanical simulations with nonlinear polarization
models at ω0 in Fourier domain for τ = 20 fs: a), b) compares nonlinear polarization and
refractive index from simulations (red line) with predictions from the Kerr model (black
line) and reveals agreement in the intensity regime I < 10 TW/cm2. Comparison of simu-
lation results (blue/green dashed lines for real/imaginary part) to predictions from the c),
d) HOKE and e), f) Standard model (blue/green solid lines for real/imaginary part) reveals
the Standard model to be more appropriate.
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Figure 5.8.: Comparison of quantum mechanical simulations with nonlinear polarization
models at ω0 in Fourier domain for τ = 100 fs: a), b) compares nonlinear polarization and
refractive index from simulations (red line) with predictions from the Kerr model (black line)
and reveals agreement in the intensity regime I < 10 TW/cm2. Comparison of simulation
results ((blue/green dashed lines for real/imaginary part) to predictions from the c), d)
HOKE and e), f) Standard model (blue/green solid lines for real/imaginary part) reveals the
Standard model to be more appropriate.
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Figure 5.9) and t = 800 a.u. (τ = 20 fs, Figure 5.10) a small contribution with oppo-
site sign (or delay) occurs in the simulation curve. This indicates that the response of
the bound electrons also has some small delayed, that is non-instantaneous part.
The lower left plot c) shows the total nonlinear polarization from simulations (red)

compared to the full Standard model PNL(t) = PNL,χ(3)(t) + PNL,ρ(t) (blue). The
nonlinear polarization at laser frequency ω0 is excellently modeled by PNL(t) from the
Standard model. In particular the different temporal character of bound and ionized
contributions gets obvious. The bound part of the polarization instantaneously occurs
with the driving field (centered around time t = 0), whereas the charge contribution
to the polarization occurs retarded. Additionally, the different sign of the polarization
of bound and ionized contributions (compare, e.g. Figure 5.2 c) and g)) is confirmed.
Finally, the lower right plot d) presents the charge evolution in simulations (red) and

in the Standard model according to Equation (5.13) (blue). The ionized fraction after
the pulse agrees. Of course, we used the simulations to fit σK with that condition, but
note that the same σK applies for τ = 10 fs, τ = 20 fs and τ = 100 fs (see Figures 5.9
- 5.11 d)). However, the Standard model does not describe the considerable amount
of charge that is temporarily generated. Nevertheless, this temporary charge seems
negligible, when considering nonlinear polarization at ω0.
As a last point, lets consider limitations of the simulations and the models.
In Figure 5.11 results for pulse duration τ = 100 fs at peak intensity I = 32 TW/cm2

are shown. In that situation, the plasma contributions to the nonlinear polarization
prevail (compare a) with b)). The slight oscillations of the envelope of the simulation
curves are unphysical and due to absorption at the boundary of the numerical box.
The implementation of a larger box is in progress and will remove this artifact.
The reverse situation is encountered in Figure 5.12, where the case for a τ = 100 fs

pulse with I = 16 TW/cm2 peak intensity is shown. Now, polarization from bound
electrons dominates (compare subplot a) with b)). Here, the Standard model signif-
icantly underestimates polarization from the ionized electrons as can be seen in a).
However, since these are of minor influence, the overall nonlinear polarization shown
in c) is modeled satisfactorily.
Finally, we want to illustrate the failure of the HOKE model to describe nonlin-

ear polarization in the intensity regime, where bound as well as ionized contribu-
tions play a role. We assume the HOKE model for the nonlinear polarization as
PNL(t) = ε0

[
χ(3)E(t)3 + χ(5)E(t)5 + χ(7)E(t)7 + χ(9)E(t)9

]
. In contrast to the con-

siderations before, the instantaneous coefficients χ(2j+1) are not tried to be extracted
from simulation results. This time, we chose the χ(2j+1) such, that the HOKE P̂NL(ω0)
matches the P̂NL(ω0) from simulations in the interesting intensity regime, where sat-
uration and change of sign occurs. Exemplary applying this procedure to simulation
results with pulse duration τ = 20 fs leads to the situation presented in Figure 5.13
a). We obtain agreement between quantum mechanical simulations (dashed line) and
the HOKE model (solid line) for the values of the nonlinear polarization at ω0. In
Figure 5.13 b) however, plotting the around ω0 filtered nonlinear polarization from
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the simulation with peak intensity I = 32 TW/cm2 (red line) and the respective one
from the HOKE model (blue line) in time domain reveals the fundamental problem.
The temporal character of instantaneous bound and retarded continuum contributions
in the quantum mechanical simulation can not be captured by a purely instantaneous
HOKE model.
In summary, comparison of the subplots b) of Figures 5.9, 5.10 and 5.12 indicates,

that the nonlinear polarization from bound electrons is well described by the respec-
tive Standard model term PNL,χ(3)(t) = ε0χ

(3)E(t)3 with the values of χ(3) deter-
mined from our simulations. In situations, where the extracted χ(3) does not apply
to correctly model bound contributions (see Figure 5.11 b) with the discussion about
numerics), these are of minor influence. The nonlinear polarization from ionized elec-
trons is correctly modeled with the Standard model term for continuum contributions
PNL,ρ(t) = − q2

e
me
FT−1

{
FT{ρ(t)E(t)}

ω2

}
as is confirmed in Figures 5.9, 5.10 and 5.11 a).

When this description is inadequate (see Figure 5.12 a)), continuum contributions are
unimportant. Therefore, the Standard model is well suited for the description of non-
linear polarization originating from bound as well as from ionized electrons. Although
already argued to be not applicable earlier, a further attempt to apply the HOKE
model failed as illustrated in Figure 5.13.

5.6. Conclusion and outlook
We investigated the nonlinear polarization and the nonlinear refractive index of a gas
under irradiation of a strong laser pulse. For simplicity, we restricted ourselves to
consider the response of the single electron in the one dimensional hydrogen atom.
Numerical solution of the underlying Schrödinger equation allowed us to observe sat-
uration and a change of sign of the nonlinear refractive index for increasing peak
intensity of the laser. Additionally, rigorous distinction between bound and ionized
parts of the wave function revealed the free charge to be responsible for this saturation.
On top, we compared our findings to usually employed models for the polarization.
These involve a perturbative expansion in terms of the laser field. Our analysis proved
that the instantaneous, intensity independent higher order susceptibilities occurring
in such an expansion can not be defined reasonably. On the other hand, the simple
Standard model for the polarization, accounting for the optical Kerr response and for
plasma generation is sufficiently able to reproduce quantum mechanically calculated
behavior.
Conclusively, for the here considered one dimensional hydrogen atom, a demanding

quantum mechanical calculation for the polarization is inferior to the simple Standard
model in terms of application. But without the quantum mechanical simulations, the
underlying mechanisms remain hidden.
To further advance our understanding, we plan to investigate not only hydrogen,

but also other noble gases such as argon or xenon. There the difficulty appears, that
these gases are no longer single electron systems and quantum mechanical modeling
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Figure 5.9.: Comparison of quantum mechanical simulations (red lines) with the Stan-
dard model (blue lines) in time domain for τ = 10 fs and I = 32 TW/cm2. a) com-
pares charge contributions PCCNL (t) from simulations (red line) with the Standard model
PNL,ρ(t) = − q2

e
me
FT−1

{
FT{ρ(t)E(t)}

ω2

}
(blue line). b) depicts bound contributions PBBNL (t)

from simulation (red line) and PNL,χ(3)(t) = ε0χ
(3)E(t)3 from the Standard model (blue

line). c) shows total nonlinear polarization PNL(t) from simulations (red line) and total non-
linear polarization PNL,χ(3)(t) + PNL,ρ(t) from the Standard model (blue line). d) presents
the charge evolution for simulations (red line) and for the Standard model according to
Equation (5.13) (blue line). Results in a)-c) are filtered around ω0 in Fourier domain.
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Figure 5.10.: Comparison of quantum mechanical simulations (red lines) with the Stan-
dard model (blue lines) in time domain for τ = 20 fs and I = 32 TW/cm2. a) com-
pares charge contributions PCCNL (t) from simulations (red line) with the Standard model
PNL,ρ(t) = − q2

e
me
FT−1

{
FT{ρ(t)E(t)}

ω2

}
(blue line). b) depicts bound contributions PBBNL (t)

from simulation (red line) and PNL,χ(3)(t) = ε0χ
(3)E(t)3 from the Standard model (blue

line). c) shows total nonlinear polarization PNL(t) from simulations (red line) and total non-
linear polarization PNL,χ(3)(t) + PNL,ρ(t) from the Standard model (blue line). d) presents
the charge evolution for simulations (red line) and for the Standard model according to
Equation (5.13) (blue line). Results in a)-c) are filtered around ω0 in Fourier domain.
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Figure 5.11.: Comparison of quantum mechanical simulations (red lines) with the Standard
model (blue lines) in time domain for τ = 100 fs and I = 32 TW/cm2. a) compares
charge contributions PCCNL (t) from simulations (red line) with the Standard model PNL,ρ(t) =
− q2

e
me
FT−1

{
FT{ρ(t)E(t)}

ω2

}
(blue line). b) depicts bound contributions PBBNL (t) from simulation

(red line) and PNL,χ(3)(t) = ε0χ
(3)E(t)3 from the Standard model (blue line). c) shows total

nonlinear polarization PNL(t) from simulations (red line) and total nonlinear polarization
PNL,χ(3)(t) +PNL,ρ(t) from the Standard model (blue line). d) presents the charge evolution
for simulations (red line) and for the Standard model according to Equation (5.13) (blue
line). Results in a)-c) are filtered around ω0 in Fourier domain.
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Figure 5.12.: Comparison of quantum mechanical simulations (red lines) with the Standard
model (blue lines) in time domain for τ = 100 fs and I = 16 TW/cm2. a) compares
charge contributions PCCNL (t) from simulations (red line) with the Standard model PNL,ρ(t) =
− q2

e
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{
FT{ρ(t)E(t)}
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}
(blue line). b) depicts bound contributions PBBNL (t) from simulation

(red line) and PNL,χ(3)(t) = ε0χ
(3)E(t)3 from the Standard model (blue line). c) shows total

nonlinear polarization PNL(t) from simulations (red line) and total nonlinear polarization
PNL,χ(3)(t) +PNL,ρ(t) from the Standard model (blue line). d) presents the charge evolution
for simulations (red line) and for the Standard model according to Equation (5.13) (blue
line). Results in a)-c) are filtered around ω0 in Fourier domain.

103



5. Towards a Quantum Mechanical Description of the Medium

0 10 20 30 40 50
−8

−6

−4

−2

0

2

x 10
−20

peak intensity [TW/cm
2
]

P^
N

L
(ω

0
) 

[C
m

/m
3
⋅ 
s
]

P
NL

(t)=χ
(3)

E(t)
3
+χ

(5)
E(t)

5
+χ

(7)
E(t)

7
+χ

(9)
E(t)

9
 , τ=20fs

 

 

−1000 −500 0 500 1000 1500
−1

−0.5

0

0.5

1
x 10

−5

time [au]

P
N

L
(t

) 
[C

m
/m

3
]

 

 
32 TW/cm

2

model

simulation

real model

imag 

real simulation

imag

Figure 5.13.: Comparison between quantum mechanical simulations and the HOKE model
for τ = 20 fs and I = 32 TW/cm2. a) In Fourier domain, simulation results (blue/green
dashed lines for real/imaginary part) can be matched for all peak intensities by a HOKE
model P̂NL(ω0) = ε0FT

[
χ(3)E(t)3 + χ(5)E(t)5 + χ(7)E(t)7 + χ(9)E(t)9

]
(blue/green solid

lines for real/imaginary part) by choosing χ(3) = 2.3 × 10−25 + i3.3 × 10−28 (m/V)2,
χ(5) = −2.5 × 10−45 (m/V)4, χ(7) = 4.5 × 10−65 + i5.7 × 10−67 (m/V)6, χ(9) = −2.35 ×
10−85− i5.2× 10−87 (m/V)8, where the coefficients χ(2j+1) are not derived from the simula-
tion result. In time domain in b) the instantaneous nature of the HOKE model (blue line)
does not reproduce the temporal character of the simulation (red line). For readability, sim-
ulation and HOKE model results were filtered around ω0. Remember, we used an envelope
phase of φ = π/2 for the electric field, thus the nonlinear polarization in Fourier domain
occurs rotated by φ = π/2 in the complex plain.
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becomes very demanding and expensive in numerical effort. Handling these atoms in
the single active electron approximation will be a way out.
Additionally, we restricted our analysis to one dimension. Implementing our calcu-

lations for fully 3D simulations is in progress and should bring the numerical values
closer to the physical reality. Also comparing to the 1D results will decide whether
full 3D simulations are necessary or if 1D results give a reasonably good description.
Finally, a combination of the quantum mechanical calculation of the medium re-

sponse with the laser propagation Equation (2.31) will result in an ultimate tool for
modeling laser-matter interaction in the high intensity regime. To match the numerical
requirements and to combine our calculations with an existing parallel code for laser
propagation, we intend to outsource the quantum mechanical simulations to GPGPU
hardware.
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6. Summary and Outlook
We dealt with the generation and characterization of new ultra-short light sources by
using high-intensity laser-matter interactions to engineer the light. We approached
the description of laser-matter interaction from the optical side in the two major parts
Chapter 3 and Chapter 4 and switched to atomic physics considerations in Chapter 5.
The first setup we investigated in the optical part analyzed the generation of THz

radiation as it is emitted when focusing an ionizing two-color laser pulse into a gas.
We demonstrated that a frequency conversion process as well as the radiating plasma
current are able to emit THz radiation. We proved that the THz emission from the
plasma current exceeds by orders of magnitude the one from the frequency conversion
process in the high intensity regime and thus performed a detailed analysis of the
plasma current mechanism. In the local spectrum approximation, we revealed the THz
spectra to result from interference in Fourier domain of many contributing spectra.
The single spectra correspond to radiation that is emitted during a short period of time
around the well separated moments of ionization, where the charge density increases
stepwise. The understanding of that interference mechanism allowed us to explain the
THz spectra we observed for varying parameters of the input pulse. We advanced by
considering extended plasma sources, where we already included linear propagation of
the input pulse and found a first hint of the propagation direction of the input pulse to
be the main direction of THz emission. We refined the description and modeled linear
and nonlinear propagation of the input pulse and emitted THz radiation by directly
solving Maxwell’s equation via the finite-differences time-domain (FDTD) method.
The results showed, that a description of forward propagating fields is sufficient, which
allowed us to accurately model THz generation with significant less numerical effort by
means of the unidirectional pulse propagation equation (UPPE). A final comparison
of results from the UPPE were excellently confirmed by experimental results. Further
advancement can be achieved by going beyond considering linearly polarized light only.
Since vectorial effects start to play a role, emission of THz radiation is expected not to
be only in forward direction. Then the description with UPPE renders inappropriate
and modeling field propagation with FDTD becomes mandatory. This gives rise to
challenging numerical modeling, but new possibilities for engineering and optimizing
THz radiation arise. To capture new effects, the underlying analytical model has to
be improved, which leaves room for future analysis.
The second optical part dealt with self-compression of laser pulses in gas. We trans-

formed the usually in fibers applied solitary compression scheme, where self-phase
modulation broadens the spectrum and linear dispersion ensures the mandatory flat
phase into bulk gas. In order to inhibit spatial pulse collapse due to a positive Kerr
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coefficient, we exploited an exotic setup with negative Kerr coefficient on the cost of
the underlying third order nonlinearity to be highly dispersive. Such an dispersive
Kerr coefficient questioned the compression scheme, which is based on a constant co-
efficient. In a purely temporal analysis, we demonstrated that the solitary compression
survives this obstacle by identifying temporal shifts of high intensity zones of the pulse
to later times to be the only additional effect. These shifts can already be captured
by the first order term of an Taylor expansion of the dispersive nonlinearity and do
not qualitatively change, when including the remaining terms from the expansion.
We provided a scheme to estimate suited pulse parameters for self-compression and
demonstrated our findings to be applicable in the bulk setup. Furthermore, we re-
vealed the possibility of pulse compression for a vanishing Kerr coefficient, where the
dispersion of the nonlinearity itself mediates the compression. It works perfectly in the
purely temporal configuration, but leads to partial pulse collapse in the bulk setup.
Further prospects lie in the more accurate description of the medium nonlinearities.
The here employed nonlinearity is well reasoned, but still approximate and the for
an experimental realization important, precise numbers might not coincide with the
here obtained ones. Additionally, we could speculate on possibly existing properties
of the medium response which are not captured by the approximated model for the
nonlinearity, but can be exploited for designing an improved compression scheme.
The third major part elucidated the atomic physics side of laser matter interac-

tion by studying the nonlinear polarization and the closely related nonlinear refractive
index of a gas under irradiation of a high intensity laser pulse. For simplicity we
considered the one dimensional hydrogen atom in linearly polarized light. Despite
this crude simplification, we were able to extract basic physical features by numeri-
cally solving the time dependent Schrödinger equation. We observed a linear rising,
subsequent saturation and final change of sign of the nonlinear refractive index for
increasing intensity. Furthermore, the strict distinction between bound and ionized
contributions revealed that the saturation and change of sign occurs at intensities at
which charge generation sets in and that this charge is responsible for the saturating
behavior of the refractive index. In order to connect our results to phenomenological
models for the nonlinear polarization and refractive index, we extracted the model pa-
rameters from our quantum mechanical results. The phenomenological model expand
the response of bound electrons in a Taylor series in terms of the applied field and are
controversial about how to handle the ionized contributions. We were able to show,
that an accountancy for the ionized contribution of the response by high orders of
the Taylor expansion is impossible, due to the different temporal character of instan-
taneous bound and delayed continuum responses. In contrast, the simple standard
model, including a third order term for bound contributions and a intensity depen-
dent ionization rate is well suited for the description of the nonlinear polarization and
refractive index over a large intensity range. It seems that the quantum mechanical
description is a way to heavy tool when compared to the simple standard model, but
justifies its utilization by revealing the underlying mechanism for saturation of the re-
fractive index. We will advance beyond hydrogen gas by investigating, e.g., argon and
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xenon. These are many electron systems, which renders the numerical description de-
manding, but currently ongoing work tries to capture the essential physics by treating
the atoms in the single active electron approximation. Moreover, the investigations
will be extended to three dimensions and the quantitative results are expected to be
closer to the physical reality.
All together, extending an existing computer code for the propagation of laser light

by a precise description of the medium response with the time dependent Schrödinger
equation will result in an ultimate tool for modeling laser-matter interaction in the
high intensity regime. To meet the numerical requirements, a massive parallelization
along with taking advantage of the capacities of graphical processors is mandatory.
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A. Finite-Differences Time-Domain
Scheme

The finite-differences time-domain (FDTD) method [83,84] is the straight forward way
to numerically solve the time dependent Maxwell equations

∇× E =− ∂tB (A.1)
∇×H =J + ∂tD. (A.2)

For a nonmagnetic medium the fields are connected via the material equations

D =εE (A.3)
B =µ0H. (A.4)

For the moment, we assume given ε = ε (r, t) and J = J (r, t). Choosing Cartesian
coordinates and denoting our fields as F = (Fx, Fy, Fz)T , Equations (A.1), (A.2) are
equivalent to the system of scalar equations

∂Ez
∂y
− ∂Ey

∂z
=− ∂Bx

∂t
, (A.5)

∂Ex
∂z
− ∂Ez

∂x
=− ∂By

∂t
, (A.6)

∂Ey
∂x
− ∂Ex

∂y
=− ∂Bz

∂t
, (A.7)

∂Hz

∂y
− ∂Hy

∂z
=Jx + ∂Dx

∂t
, (A.8)

∂Hx

∂z
− ∂Hz

∂x
=Jy + ∂Dy

∂t
, (A.9)

∂Hy

∂x
− ∂Hx

∂y
=Jz + ∂Dz

∂t
. (A.10)
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A. Finite-Differences Time-Domain Scheme

We introduce an evenly spaced grid along the spatial and temporal axis

xi =x0 + i∆x (A.11)
yj =x0 + j∆y (A.12)
zk =x0 + k∆z (A.13)
tn =x0 + n∆t. (A.14)

We represent our functions F (x, y, z, t) by their values on the grid F (xi, yj, zk, tn) and
use the abbreviation

F (xi, yj, zk, tn) = F |ni,j,k. (A.15)

Then a finite difference version of Equation (A.5) is

Bx|n+1/2
i,j+1/2,k+1/2 −Bx|n−1/2

i,j+1/2,k+1/2

∆t =
Ey|ni,j+1/2,k+1 − Ey|ni,j+1/2,k

∆z (A.16)

−
Ez|ni,j+1,k+1/2 − Ez|ni,j,k+1/2

∆y (A.17)

and analogous for Equations (A.6), (A.7). For Equation (A.8) we get

Dx|ni+1/2,j,k −Dx|n−1
i+1/2,j,k

∆t =
Hz|n−1/2

i+1/2,j+1/2,k −Hz|ni+1/2,j−1/2,k

∆y (A.18)

−
Hy|n−1/2

i+1/2,j,k+1/2 −Hy|n−1/2
i+1/2,j,k−1/2

∆z (A.19)

+ Jx|n−1/2
i+1/2,j,k (A.20)

and analogous for Equations (A.9), (A.10). The relative shifts of the grid points for
the involved field components originate from assuring a centered time and space dif-
ferencing scheme for all scalar Equations (A.5)-(A.10). These schemes are numerically
stable [105], if the Courant-condition√

(∆x)2 + (∆y)2 + (∆z)2

∆t > c, (A.21)

is fulfilled. Here, c is the speed of light, the maximum velocity information at which
travels in our equations.
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B. Crank Nicholson Scheme
We want to numerically solve

i
∂

∂t
ψ(x, t) =

[
−∂

2
x

2 − iA(t)∂x + V (x)
]
ψ(x, t) (B.1)

with the initial condition
ψ(x, t = 0) = ψ0(x). (B.2)

We introduce an evenly spaced grid in space and time

xn = x0 + n∆x (B.3)
tj = t0 + j∆t. (B.4)

Any function of x and t is represented by its values at the grid points. In the following
we use the abbreviations:

ψ(xn, tj) = ψjn (B.5)
A(tj) = Aj (B.6)
V (xn) = Vn. (B.7)

For the discretization of Equations (B.1) a ’Crank-Nicholson’ scheme

i
ψj+1
n − ψjn

∆t = −1
2

[
1
2

(
ψj+1
n+1 − 2ψj+1

n + ψj+1
n−1

∆x2 + ψjn+1 − 2ψjn + ψjn−1
∆x2

)]
(B.8)

− i12

(
Aj+1ψ

j+1
n+1 − ψ

j+1
n−1

2∆x + Aj
ψjn+1 − ψ

j
n−1

2∆x

)
(B.9)

+ 1
2Vn

(
ψj+1
n + ψjn

)
(B.10)

is used. Introducing
α = ∆t

4∆x2 (B.11)
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B. Crank Nicholson Scheme

and regrouping terms according to their according time-slice j gives(
α + i∆t

2∆xA
j+1
)
ψj+1
n+1 +

(
i− 2α + ∆t

2 Vn

)
ψj+1
n +

(
α− i∆t

2∆xA
j+1
)
ψj+1
n−1 =(

−α− i∆t
2∆xA

j

)
ψjn+1 +

(
i+ 2α + ∆t

2 Vn

)
ψjn +

(
−α + i∆t

2∆xA
j

)
ψjn−1. (B.12)

The iteration of time-slice j to j+1 is equivalent to the solution of the following linear
system of equations

b0 c0 0 · · ·
a1 b1 c1 · · ·

· · ·
· · · aN−2 bN−2 cN−2
· · · 0 aN−1 bN−1

 ·

ψj+1

0
ψj+1

1
· · ·
ψj+1
N−1
ψj+1
N−1

 =


r0
r1
· · ·
· · ·
rN−1

 (B.13)

with the tridiagonal coefficient-matrix determined by

ak =
(
α− i∆t

2∆xA
j+1
)

(B.14)

bk =
(
i− 2α + ∆t

2 Vk

)
(B.15)

ck =
(
α + i∆t

2∆xA
j+1
)

(B.16)

and the resulting vector elements

rk =
(
−α− i∆t

2∆xA
j

)
ψjk+1 +

(
i+ 2α + ∆t

2 Vk

)
ψjk +

(
−α + i∆t

2∆xA
j

)
ψjk−1. (B.17)

Together with the initial condition Equation (B.2) we are then able to calculate the
wave function ψ(x, t) for all times t.
That scheme is accurate up to second order in space and time, but numerically

slightly unstable. The outcome of the simulations were not affected by this instability,
as was checked by a stable version, where the term Equation (B.9) was replaced by

−i12

(
Aj+1 + Aj

2

)(
ψj+1
n+1 − ψ

j+1
n−1

2∆x + ψjn+1 − ψ
j
n−1

2∆x

)
. (B.18)

However, the accuracy of such a scheme is then only approximate of second order in
time.
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C. Definition of the optical intensity

C.1. Continuous wave
Consider an electric field

E (t) = a0 cos (ω0t+ φ) (C.1)

= a0

2 (exp (i (ω0t+ φ)) + exp (−i (ω0t+ φ))) (C.2)

The intensity I is defined as temporal average (〈· · · 〉t) of the absolute value of the
pointing vector, which is given for a TEM wave as S = ε0c0|E (t)|2. Then

I = 〈S〉t = ε0c0〈|E (t)|2〉t (C.3)

= ε0c0
a2

0
4 〈exp (i2 (ω0t+ φ)) + 2 + exp (−i2 (ω0t+ φ))〉t (C.4)

= ε0c0
a2

0
2 + ε0c0

〈
a2

0
2 cos (2 (ω0t+ φ))

〉
t︸ ︷︷ ︸

=0 t···t+T

(C.5)

= ε0c0
a2

0
2 . (C.6)

C.2. Pulse
Consider an electric field

E (t) = a0 cos (ω0t+ φ) e−
t2
τ2 (C.7)

= a0

2

(
exp (i (ω0t+ φ)) e−

t2
τ2 + exp (−i (ω0t+ φ)) e−

t2
τ2

)
. (C.8)

The intensity I is defined as temporal average (〈· · · 〉t) of the absolute value of the
pointing vector, which is given for a TEM wave as S = ε0c0|E (t)|2. For the laser
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C. Definition of the optical intensity

pulse we have

I = 〈S〉t = ε0c0〈|E (t)|2〉t (C.9)

= ε0c0
a2

0
4

〈
e−

2t2
τ2 (exp (i2 (ω0t+ φ)) + 2 + exp (−i2 (ω0t+ φ)))

〉
t

(C.10)

I (t) = ε0c0
a2

0
2 e
− 2t2
τ2 , (C.11)

which is the envelope intensity, provided the period T and pulse duration fulfill T � τ .
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D. Fourier Transformation

D.1. Continuous wave
Assume a continuous wave laser as given in Equation (C.2). Its Fourier transform is

E (ω) =
∫
dte−iωt

a0

2 (exp (i (ω0t+ φ)) + exp (−i (ω0t+ φ))) (D.1)

= a0

2 (δ (ω − ω0) + δ (ω + ω0)) . (D.2)

D.2. Pulse
Assume a laser pulse as given in Equation (C.8). Its Fourier transform is

E (ω) =
∫
dte−iωt

a0

2
(
ei(ω0t+φ) + e−i(ω0t+φ)

)
e−

t2
τ2 (D.3)

=
∫
dt
a0

2 e
− t2
τ2−i(ω−ω0)teiφ + a0

2 e
− t2
τ2−i(ω+ω0)te−iφ (D.4)

=
∫
dt
a0

2 e
−
(
t
τ

+ i(ω−ω0)τ
2

)2

e
−
(

(ω−ω0)τ
2

)2

eiφ + same(+ω0,−φ). (D.5)

Introducing t′ =
(
t
τ

+ i(ω−ω0)τ
2

)
with dt′/dt = 1/τ , we get

E (ω) =
∫
dt′e−t

′2

︸ ︷︷ ︸
=
√
π

τ
a0

2 e
−
(

(ω−ω0)τ
2

)2

eiφ + same(+ω0,−φ) (D.6)

= τ
√
π
a0

2

e−
(

(ω−ω0)
2/τ

)2

eiφ + e
−
(

(ω+ω0)
2/τ

)2

e−iφ

 . (D.7)
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E. Nonlinear polarization
We assume

P (t) = P (1) (t) + P (3) (t) + P (5) (t) + · · · (E.1)
=
∑
j=0

P (2j+1) (t) , (E.2)

where

P (2j+1) (t) = ε0χ
(2j+1)E (t)2j+1 (E.3)

with the χ(2j+1) to be not frequency dependent (instantaneous). Lets consider the
polarization in Fourier domain:

P (2j+1) (ω) =
∫
dtP (2j+1) (t) e−iωt (E.4)

= ε0χ
(2j+1)

∫
dte−iωtE (t)2j+1 (E.5)

= ε0χ
(2j+1)

∫
dte−iωt

∫
· · ·

∫ dω1

2π · · ·
dω2j+1

2π × (E.6)

E (ω1) · · ·E (ω2j+1) eiω1t · · · eiω2j+1t (E.7)

= ε0χ
(2j+1)

∫
· · ·

∫ dω1

2π · · ·
dω2j+1

2π δ (ω − ω1 − · · · − ω2j+1)× (E.8)

E (ω1) · · ·E (ω2j+1) (E.9)

E.1. Contributions at ω0

Inserting Equation (D.7) in Equation (E.9) and evaluating at ω0 yields

P (2j+1) (ω0) = ε0χ
(2j+1)

∫
· · ·

∫ dω1

2π · · ·
dω2j+1

2π δ (ω0 − ω1 − · · · − ω2j+1)× (E.10)

a0

2
√
πτ

e−
(

(ω1−ω0)
2/τ

)2

eiφ + e
−
(

(ω1+ω0)
2/τ

)2

e−iφ

 (E.11)

· · · (E.12)

a0

2
√
πτ

e−
(

(ω2j+1−ω0)
2/τ

)2

eiφ + e
−
(

(ω2j+1+ω0)
2/τ

)2

e−iφ

 . (E.13)
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E. Nonlinear polarization

In order to evaluate the δ integral, we have to choose j + 1 of our 2j + 1 frequencies
ωi ≈ +ω0 and j to be ωi ≈ −ω0, since only for these frequencies the electric field
Ê(ω) has significant contributions. There are

(
2j+1
j

)
ways to do so. Then, only the

exponential with the argument close to zero contributes ωi ± ω0 ≈ 0. Without loss of
generality we write

P (2j+1) (ω0) = ε0χ
(2j+1)

∫
· · ·

∫ dω1

2π · · ·
dω2j+1

2π δ (ω0 − ω1 − · · · − ω2j+1)
(

2j + 1
j

)
×

a0

2
√
πτ

e−
(

(ω1−ω0)
2/τ

)2

eiφ

 (E.14)

· · · (E.15)

a0

2
√
πτ

e−
(

(ωj+1−ω0)
2/τ

)2

eiφ

 (E.16)

a0

2
√
πτ

e−
(

(ωj+2+ω0)
2/τ

)2

e−iφ

 (E.17)

· · · (E.18)

a0

2
√
πτ

e−
(

(ω2j+1+ω0)
2/τ

)2

e−iφ

 . (E.19)

We introduce

νi = ωi − ω0 for i = 1 · · · j + 1 (E.20)
νi = ωi + ω0 for i = j + 2 · · · 2j + 1 (E.21)

120



E.2. Contributions at (2j + 1)ω0

and get

P (2j+1) (ω0) = ε0χ
(2j+1)

∫
· · ·

∫ dν1

2π · · ·
dν2j+1

2π δ (ν1 + · · ·+ ν2j+1)× (E.22)(
2j + 1
j

)(
a0

2

)2j+1√
π

2j+1
τ 2j+1eiφe−( ν1

2/τ )2

· · · e−( ν2j+1
2/τ )2

(E.23)

= ε0χ
(2j+1)

(
2j + 1
j

)(
a0

2

)2j+1√
π

2j+1
τ 2j+1eiφ× (E.24)

∫
· · ·

∫ dν1

2π · · ·
dν2j

2π
2π
2πe

−( ν1
2/τ )2

· · · e−( ν2j
2/τ )2

e
−
(∑2j

i
νi

2/τ

)2

(E.25)

= ε0χ
(2j+1)

(
2j + 1
j

)(
a0

2

)2j+1√
π

2j+1
τ 2j+1eiφ× (E.26)

( 1
2π

)2j 1
2j + 1π

j(2/τ)2j
√

2j + 1 (E.27)

= ε0χ
(2j+1)√πτeiφ

(
2j + 1
j

)(
a0

2

)2j+1 1√
2j + 1 . (E.28)

E.2. Contributions at (2j + 1)ω0

We now evaluate the polarization at different frequencies (2j + 1)ω0. Performing the
same calculations as before, we get

P (2j+1) ((2j + 1)ω0) = ε0χ
(2j+1)√πτei(2j+1)φ

(
a0

2

)2j+1 1√
2j + 1 . (E.29)
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Nomenclature
δ(x) delta distribution δ(x) =∞ x = 0, δ(x) = 0 x 6= 0,

∫
δ(x)dx = 1

ε0 vacuum susceptibility ε0 = 8.854× 10−12 As/Vm

λ0 vacuum wavelength λ0 = 2πc/ω0

µ0 vacuum permeability µ0 = 4π × 10−7 Vs/Am

∇ Nabla operator ∇ = ∂xex + ∂yey + ∂zez

∇⊥ transverse Nabla operator ∇ = ∂xex + ∂yey

ν frequency ν = ω/2π

ω angular frequency

ω0 central frequency

∂t partial differentiation with respect to t

r position vector r = xex + yey + zez

ex unit vector in x-direction

c speed of light in vacuum c = 2.99× 108 m/s

k(ω) Dispersion relation k(ω) = ωn(ω)/c

k0 wave number in material k0 = k(ω0) = ω0n(ω0)/c

k1 reciprocal group velocity k1 = 1/vg = ∂ωk(ω)|ω0

k2 group velocity dispersion coefficient k2 = ∂2
ωk(ω)|ω0

Ld Dispersion length

LNL Nonlinear length

n(ω) linear refractive index

n2 Kerr coefficient
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Nomenclature

vg group velocity

FDTD Finite-Differences Time-Domain

FW/BW Forward/Backward

FWHM Full Width Half Maximum

GVD Group Velocity Dispersion

HOKE Higher Order Kerr Effect

MI Modulational Instability

NLS Nonlinear Schrödinger Equation

SPM Self Phase Modulation

THz Terahertz 1 THz = 1012 Hz

UPPE Unidirectional Pulse Propagation Equation
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